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A B S T R A C T   

The scope of this work is to present a new fast and reliable transfer function model, which simulates the spatio- 
temporal distribution of non-point-source solutes along the unsaturated zone, suitable to be used at large scales 
within a web-based Decision Support System. With the assumptions of a) a gravity induced water flow, b) a non- 
reactive solute and c) a purely convective flow, the model uses the transfer functions, i.e., the travel time (TT) 
probability density functions, derived from the unsaturated hydraulic conductivity curve k(θ). The output con-
centration of a solute is simply the convolution of the transfer functions with the input concentrations to the 
system. A model sensitivity analysis, based on Monte Carlo simulations, was carried out, showing that saturated 
water content and the tortuosity parameter τ were the parameters that affected the mean TT more. The model 
was validated against concentration experiments carried out on four large soil columns. Results were really good 
for all soils, with the best agreement with R2 = 0.97, RMSE = 0.11 and ME = − 0.01. Moreover, the outputs 
obtained applying the model to 46 soil profiles sampled in the Valle Telesina, in Southern Italy, completely 
characterised from the hydrological point of view, were compared with those obtained from the Richard-based 
model Hydrus 1D. The result of the comparisons gave a very high correlation coefficient (above 0.8), a mean 
absolute error between the two models of around 40 days and a percent bias of − 16%. Finally, the application of 
transfer function model to a large spatial extent is presented, to show its possible use for the groundwater 
vulnerability assessment.   

1. Introduction 

The effort to combine productivity with more sustainable water and 
soil resources management is imperative in many policies, such as in the 
United Nations Sustainable Development Goals (https://sustaina-
bledevelopment.un.org) and in the new European Green Deal strategy 
(https://ec.europa.eu/info/strategy/priorities-2019-2024/european- 
green-deal_en). More specifically the European Nitrate Directive (Dir. 
91/676/EEC), the Pesticide Directive (Dir. 2009/128/EC) and the Water 
Framework Directive (Dir. 2000/60/EC) state the prioritizing actions to 
be applied from each EU Member State for the protection and the 
avoidance of deterioration of waters. However, these policy-maker re-
quests do not always correspond to the availability of really operational 
tools. 

The study of Non-Point Source (NPS) chemical contaminants re-
quires a multidisciplinary approach, which encompasses hydrology, soil 

science, as well as spatial statistics and geographic information systems 
(Coppola et al., 2013a), since they are widespread at local, regional, and 
global scales. 

Several spatial leaching modelling systems were proposed in recent 
years. In Petach et al. (1991), LEACH-M was used to simulate the 
movement of four classes of chemicals through layered soils, for pesti-
cide management and for estimating potential leaching hazards; Zhang 
et al. (1996) combined an index and overlay model, i.e., the DRASTIC 
model (Aller, 1985), with the process-based numerical model HYDRUS 
(Simunek et al., 1998, 2012). Vero et al. (2017) also proposed an 
HYDRUS-based framework, which considered existing soil maps, 
meteorological data and different land use, to estimate solute time lags 
at catchment scale. The Root Zone Water Quality Model (RZWQM) 
(Ahuja et al., 2000; Kumar et al., 1999) is a process-based agricultural 
model that can be applied to quantify the effect of nitrate leaching 
through the vadose zone on the environment. PEARL/GeoPEARL (Tiktak 
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et al., 2002) was used to calculate the leaching potential of pesticides 
into local surface waters and the regional groundwater considering the 
soil type, land use, climate and groundwater depth class for 6405 plots, 
combining the 1D pesticide leaching model, PEARL, with a Geographical 
Information System. Holman et al. (2004) proposed the MACRO 
emulator, a spatially distributed modelling system for predicting pesti-
cide losses to groundwater. Eventually, the user-friendly, GIS-based and 
client-server software VULPES, based on PELMO leaching model (Di 
Guardo and Finizio, 2015), was developed to identify vulnerable areas at 
regional level. 

However, despite their wide use, these models fail to be really 
operational for policy applications, being mostly based on desktop so-
lutions, often too computational demanding. Moreover, these ap-
proaches often fail in the crucial interaction between end-users and 
scientists, well defined by the following statement, taken by Bouma et al. 
(2008): “Rather than following traditional top-down and disciplinary 
research approaches, emphasis is increasingly being placed on interactive, 
interdisciplinary work in Communities of Practice (CoPs) in which scientists 
work together with various stakeholders and policymakers in a joint learning 
mode”. 

In order to fulfill these requests, in the last decade, much progress has 
been accomplished in development of geo-spatial decision support sys-
tems — freely available on the web – explicitly accounting for water 
flow and transport of dissolved contaminants through the vadose zone at 
different spatio-temporal scales (Terribile et al., 2015). These systems 
allow the so-called on-the-fly modelling, in support of the what-if sce-
nario procedures. In this context, the use of high CPU-demanding 
models, based on numerical solutions is not advisable (e.g., Richards 
combined with Advective-Dispersion equation). Therefore, the aim of 
this work is to present the extended Transfer Function model (TFM-ext) 
for the estimation of the travel times of the NPS, which promises to be a 
fast and reliable tool for the groundwater vulnerability assessment in 
support of the previously cited Directives, within the larger Spatial- 
Decision Support System (S-DSS) developed for LandSupport H2020 
project (https://www.landsupport.eu). 

The work is organized as follows: Section 2 presents the rationale 
behind the need of the TFM-ext model. Section 3 presents i) the theory 
behind the model, ii) the sensitivity analysis to its parameter variations 
trough a Monte Carlo technique, iii) its validation using four large un-
disturbed soil columns, iv) the comparison with the physically-based 
model Hydrus 1D and v) the application at the Valle Telesina extent in 
support of the groundwater vulnerability assessment. Section 4 de-
scribes the Valle Telesina and the hydraulic properties dataset. Section 5 
reports and discusses the results of the TFM-ext testings and compari-
sons. The conclusions of the study are given in Section 6. 

2. Rationale behind the development of TFM-ext 

In order to let the interested reader enter in the rationale behind the 
TFM-ext model within a web-based S-DSS, we try to do a simple example 
of a typical problem we would face: a regional policy maker should 
define the zones vulnerable to nitrates and pesticides in a selected Re-
gion of Interest (ROI). In this ROI, let’s suppose of around 50 km2, we 
distinguish: 4 soil polygons, with different hydraulic characteristics, 6 
different land uses (different crops), 2 climates (a part of the ROI is 
uphill) and a groundwater table depth, variable for each point of the 
domain. 

Besides the spatial variability, the policy maker wants also to 
consider the time evolution of nitrate and pesticide leaching, both with 
past and future scenarios. Let’s consider that, again for simplicity, the 
policy maker is only interested in 2 particular years of simulation. 

Combining the spatial and temporal variability of the variable 
considered, to give an answer to the policy maker, we need to run, at 
most, around 400 simulations (if we make a further simplification on the 
groundwater table depth). The policy maker, though, wants a real-time 
answer to his/her problem, which should also be effective, clearly 

understandable, on a dynamic map, freely accessible on the web. And 
he/she also wants to be able to consider another ROI (with different 
crops), bigger than the previous one, and a longer simulation, of 10 years 
for example. In such a case the number of required simulations will 
increase by orders of magnitude. It is important to stress that, most of 
times, the end-users are not modellists, used to play with partial dif-
ferential equations and possible related problems (multiple parameters 
definition, possibility of not convergence of the solutions, climatic issues 
and so on). This situation should be absolutely avoided, in order to have 
the widest application of the models in the community, overcoming the 
historical trade-off between the research-scientific world and the 
everyday real-life applications requiring effective, clear and real-time 
answers (Bouma et al., 2008; Bouma, 2015). 

Is there a model able to help the policy maker considering all the 
previous needs, in a fast and a physically meaning ways, giving him/her 
an immediately interpretable answer to his/her problems? The last is 
our key science question, which we are trying to answer by proposing 
the TFM-ext model, to be implemented within a web-based Spatial-De-
cision Support System (S-DSS). The use of these systems, in fact, through 
dedicated full open-access platform, allows real-time responses and the 
production of scenario analysis by different end-users queries. They are 
not simply Web-GIS system, but dynamic environments that could 
address many different issues, from forest resources management 
(Marano et al., 2019) to olive growing (Manna et al., 2020) and more. 

3. Methods 

TFM-ext is based on Jury’s transfer functions (Jury, 1982; Jury and 
Roth, 1990), which are defined as the probability density functions of 
the travel times at a given time and depth. Transfer functions are widely 
used in several disciplines such as in catchment hydrology (Botter et al., 
2011; Rinaldo et al., 2011; Rigon et al., 2016b), in population dynamics 
and demography (Bongaarts and Feeney, 2003) and more (Calabrese 
and Porporato, 2015; Rigon et al., 2016a). They allow to compute the 
output concentration of a solute by simply convolve the transfer func-
tions with the input concentrations to the system. 

In this work the transfer functions are derived from the hydraulic 
conductivity functions, defined for each layer of the unsaturated zone, 
starting from the approach reported in Scotter and Ross (1994). 

Other simplified models, based, for example, on the estimation of the 
unsaturated vertical subsurface travel time (e.g., Lee and Casey, 2005; 
Fenton et al., 2011; Sousa et al., 2013; Szymkiewicz et al., 2018, 2019) 
despite being very effective, don’t compute the output solute flux con-
centration, in time and depth, as we can do using the transfer functions. 

It is important to stress that TFM-ext is not intended to describe in 
details local scale transport behaviour, but, as already reported in Sec-
tion 3,it was thought to fulfil the following objectives:  

• to integrate a simplified statistical approach with physically-based 
hydrological parameters;  

• to be valid for large scale applications but still keeping a physical 
meaning;  

• to be easy to interpret. 

3.1. Model description 

According to the Jury’s transfer function model, TFM-ext computes 
the output solute flux concentration Cz(z, t) [ML− 3], at a given depth z 
and a given time t as follows: 

Cz(z, t) =
∫ T

0
Co(0, t′ )ff (z, t − t′ )dt

′ (1)  

where C0(t) [ML− 3] is the solute concentration at the surface, t′ is a 
dummy variable and ff (z, t) is the Travel Times probability density 
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function (TT-pdf), for a travel distance z, conditional to time t. In this 
study, a time-invariant form of the TT-pdf was assumed, since the so-
lution of the water budget within the specific control volume is a key 
point to apply the time-variant theory (e.g., Botter et al., 2011; Rinaldo 
et al., 2011; Harman, 2015; Rigon et al., 2016b). If, for simplicity, we 
consider a simple bucket model, with a linear reservoir, one for each soil 
layer, we have as a minimum 2 parameters to be defined, i.e., to be 
calibrated. After the previous discussion made in Section 2, on the 
spatio-temporal variability of our policy maker request, adding param-
eters to be calibrated and ordinary differential equations to be solved 
would not be an easy task for our problem. The situation is even worse if 
we consider solving Richards equation, which would be actually 
required to have the correct solutions of the water budget at this scale of 
interest. 

According to Scotter and Ross (1994), TFM-ext derives the TT pdfs 
from the unsaturated hydraulic conductivity k(θ), with the assumptions 
of a) a gravity-induced water flow, b) a conservative and nonreactive 
solute and c) a purely convective flow, as follows: 

ff (z, t) = −
1
q

dk(θ)
dt

(2)  

where ff (z, t) [T− 1] is the travel time pdf, q [LT− 1] is the steady state flow 
rate, k(θ) [LT− 1] is the hydraulic conductivity function, and θ [–] is the 
water content. 

The steady state flow rate q can easily be derived from a water budget 
at the control volume, considering constant input fluxes (e.g., constant 
mean daily net precipitation) at the surface boundary. 

For a given steady-state flow rate q, Eq. (2) allows to derive the TT- 
pdf for each horizon of soil profile, starting from the corresponding 
k(θ)curve. 

The hydraulic conductivity function was assumed to be described by 
the van Genucthen-Mualem (VGM) equations (Van Genuchten, 1980): 

k(θ) = k0Sτ
e[1 − (1 − S1/m

e )
m
]
2

(3)  

Se =
θ − θr

θs − θr
= [1 + |αh|n]− m (4)  

where Se is effective saturation, h [L] is the pressure head, α [L− 1] is 
related to the inverse of the air entry pressure head, n [-] and m [-] are 
shape parameters, with the constrain that m = 1 − 1/n, θ, θr [–] and θs 
[–] are the actual, the residual and the saturated water contents, 
respectively, k0 [LT− 1] is the hydraulic conductivity at θ = θs and τ is a 
parameter which accounts for the dependence of the tortuosity and the 
correlation factors on the water content. The time derivative of the 
hydraulic conductivity function, according to Eq. (2), is reported in 
Appendix A. k(θ) can be made varying with time, which is actually the 
travel time and not the clock time, with some simple variable sub-
stitutions. We could also reverse the concept, i.e., we can look at the 
travel time variation related to the variation of water content and, thus, 
of the hydraulic conductivity. 

Some considerations about the hydraulic conductivity function help 
to better understand the involved transport processes. In particular, in 
Fig. 1, θ′ is the actual water content induced in the soil by q. Thus, 
assuming a unit gradient, q = k(θ) and dq/dθ

′ identifies the largest pore 
pathway where the maximum velocity is reached. The pores corre-
sponding to θ > θ

′ are not involved in the water flow and thus are not 
accounted in Eq. (2). 

Once the TT-pdf is derived for each horizon, the solute transport 
along the whole soil profile requires an additional hypothesis on the 
correlation among travel times in the different horizons (Hamlen and 
Kachanoski, 1992). We assume that the travel times of a solute particle 
in one soil horizon are uncorrelated to the travel times to the other soil 
horizons. In this case, the entire soil profile can be described by the first 
and second moments, i.e., the mean and the variance of the 

breakthrough curve Cz(z, t) (Hamlen and Kachanoski, 1992) and can be 
computed as follows: 

E(z, t) =
∑m

i=1
Ei(z, t) (5)  

Var(z, t) =
∑m

i=1
Vari(z, t) (6)  

where E(z, t) and Var(z, t) are the mean and the variance of the travel 
times to depth z, m is the number of the soil horizon and Ei(z, t) and 
Vari(z, t) are the mean and variance on the i − th horizon, respectively. 

In particular, the mean and the variance of the travel times are 
calculated according to Leij and Dane (1991) as follows: 

Mn
i (z, t) =

∫∞
0 tn[1 − Cz(z, t)]dt
∫∞

0 [1 − Cz(z, t)]dt
(7)  

where n is the order of the moment (i.e., 1 for the mean Ei(z, t) and 2 for 
the variance Vari(z, t)) and Cz(z, t) is the concentration of the solute at 
the time t and depth z. 

In the present study, the upper limit of the moment integrals was 
bounded considering the time t at which 98% of the total input mass 
injected at the surface was recovered at the investigated depth z. In this 
way, the possible long tail of the travel time distributions didn’t affect 
the moment computations, avoiding uncertainties in the numerical 
calculation of the integrals. 

Let’s assume now that we are interested in transport to depths 
greater than the soil depth for which the TFM-ext has been developed, e. 
g., below the soil profile till the groundwater table level. Let’s define:  

• z: the depth to which we have all the information on the hydraulic 
parameters;  

• l: the depth of interest, where l is greater than z. 

Between z and l, the properties governing the transport are unknown. 
To extend the process till l, we used the Generalized Transfer Func-

tion (GTF) proposed by Zhang (2000), which assumed a lognormal form 
for the travel times distribution, expressed as follows: 

Fig. 1. Unsaturated conductivity curve k(θ): the red shaded area represents the 
part of the curve involved in the transport processes according to the proposed 
model. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 
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ff (l, t) =
1

(2π)0.5σ(l, t)t
exp

(

−
(ln(t) − μ(l, t))2

2σ(l, t)2

)

(8)  

where μ(l, t) and σ(l, t) are the moments of the ln(t), at the depth l. They 
can be obtained by inverting the following relations with the mean and 
the variance of the travel times at depth l: 

E(l, t) = exp
(

μ(l, t) + σ(l, t)2

2

)

(9)  

Var(l, t) = exp(2μ(l, t)+ σ(l, t)2
)[exp(σ(l, t)2

) − 1] (10)  

where, according the GTF, E(l, t) and Var(l, t) are assumed to scale with 
depth, between z and l, as follows: 

E(l, t)
E(z, t)

=

(
l
z

)λ1

(11)  

Var(l, t)
Var(z, t)

=

(
l
z

)2λ2

(12) 

λ1 and λ2 are the parameters that account for the propagation of the 
travel time moments, which allow to classify the transport process ac-
cording to the difference λ1 − λ2: i) if λ1 − λ2 = 0, the process is sto-
chastic–convective; ii) if λ1 − λ2 < 0, the process is scale-dependent; iii) 
if λ1 − λ2 = 0.5 the model is convective–dispersive (Zhang, 2000). Since 
we are considering uncorrelated travel times between layers, then 
λ1 − λ2 = 0.5 and the process is convective–dispersive (Jury, 1982; Jury 
and Roth, 1990). 

In summary, for each soil horizon between the surface and z, where 
we assume to know all the hydraulic parameters, we can calculate the 
TT-pdf through the Eq. (2). Between z and l, we assume a lognormal 
form of the TT pdf, according to the GTF, whose parameters are 
computed from the mean and the variance of the travel times at depth z, 
Eqs. (9) and (10), which are scaled with the power of the ratio of z and l, 
according to Eqs. (11) and (12). 

3.2. Sensitivity analysis 

The sensitivity of the proposed TFM-ext model to the variation of the 
parameters θr, θs,α, n, k0, τ was tested using the dataset of the measured 
hydraulic properties of the soils of the Valle Telesina site, fully described 
in Section 4. 

Firstly, the correlation matrix was computed and the Cumulative 
Distribution Function (CDF) was derived for θr, θs,α, n, k0, τ (Carsel and 
Parrish, 1988). Where the normality was directly obtained, the normal 
Gaussian distribution was adopted; otherwise, a transformation was 
applied to achieve normality. In particular, three transformed normal 
distributions, known as the Johnson system (Johnson et al., 1970), were 
chosen:  

1. lognormal (LN): Y = ln(X)
2. log ratio (SB): Y = ln[(X − A)/(B − X)]
3. hyperbolic arcsine (SU): Y = sinh− 1

[U] = ln[U + (1 + U2)
1/2

]

where X is the untransformed parameter, A and B are the upper and 
lower bounds of the investigated parameter, and U = (X − A)/(B − A). In 
order to choose the best fitting distribution for each parameter the 
Kolmogorov–Smirnov test was used. 

Then, to test the model sensitivity, a Monte Carlo approach was used 
to generate N sets of realizations of the investigated parameters. Two 
cases were considered a) all parameters as correlated and b) all the 
parameters as not correlated (Smith and Diekkrüger, 1996; Coppola 
et al., 2009). 

In the case of correlated parameters, the random fields were obtained 
with a Monte Carlo procedure from the correlated multivariate normal 

distribution, by generating a vector rn of independent standard normal 
deviates and then applying a linear transformation of the form x = μ +

Lrn, where μ is the vector of means and L is the lower triangular matrix 
derived from the symmetric covariance matrix V = LLT, decomposed by 
Cholesky factorization, according to Carsel and Parrish (1988). 

To help the interpretation of the results of the sensitivity analysis, the 
relative importance index toward the variance (RIp) of the travel times 
(Paleologos and Lerche, 1999; Avanidou and Paleologos, 2002) and the 
relative deviation method (RD) (Hamby, 1995) were computed. In 
particular, the first was computed as follows: 

RIp =
σ2

Tp∑p
p=1σ2

Tp

(13)  

where p is the p − th parameter we are considering and σ2
Tp 

is the variance 
of the travel times obtained varying the p − th parameter. 

The RD was computed as: 

RD =
σTp

μTp

(14) 

This index measures the amount of variability in the model output 
while varying each input parameter, one at a time, according to its 
probability density function, and it is similar to a coefficient of variation. 

Eventually, the model sensitivity toward the variation of the steady 
state input flux was tested, while keeping the investigated parameters 
fixed to their mean. 

3.3. Soil columns validation 

The validation of the model was performed by using data from pre-
viously conducted experiments on large undisturbed soil columns (be-
tween 70 and 120 cm high, 40 cm in diameter), as detailed reported in 
Coppola et al. (2004). 

The columns, as represented in Fig. 2, were fed by means of a tension 
infiltrometer hydraulically connected to a Mariotte bottle. The steady- 
state flow rates used during the experiments were: 130 cm d− 1 for col-
umn P1, 100 cm d− 1 for column P3, 200 cm d− 1 for column P4 and 35 
cm d− 1 for column P5. 

Double wire time domain reflectometry (TDR) probes were inserted 
at different depths to monitor water content and solute resident con-
centrations during water infiltration and solute transport experiments. 

The parameters of the water retention and hydraulic conductivity 
functions of the columns, reported in Table 1, were obtained by solving 
an inverse problem of parameter estimation. 

The solute resident concentrations, Cr [–], were derived from trans-
mission line (TDR probe) impedance measurements. For further details 
on the experimental methodology, the interested reader can refer to 
Coppola et al. (2004). 

The columns – belonging to four different soils – were selected as test 
cases for the present work, whose texture, organic matter content and 
hydraulic parameters are reported in Table 1: 

3.4. Hydrus 1D comparison 

The model Hydrus 1D (Simunek et al., 2016) was chosen for a 
comparison of the results of the TFM-ext obtained for a large spatial 
scale application. Hydrus 1D numerically solves the Richards equation 
for variably-saturated water flow and advection–dispersion type equa-
tions for solute transport. The flow equation incorporates a sink term to 
account for water uptake by plant roots (see Table 2). 

For for each soil profile of the Valle Telesina, the following vegeta-
tion and upper boundary conditions were considered: 

As regards Hydrus 1D, we considered 3 years (2002-2004) of vari-
able precipitation and reference evapotranspiration from the historical 
dataset. The initial conditions were set with a pressure head equal -100 
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cm, while the lower boundary conditions were set to the free drainage 
and the zero concentration gradient. The hydraulic conductivity curve 
was assumed to be described by the VGM model. For the solute trans-
port, the equilibrium model was used and only one non-reactive solute 
was considered, which was injected the first day of the simulation, with 
a value of 43.5 mmol l-1. The dispersivity varied between 2.4 and 12.8 
cm: for around forty soil samples, it was measured carrying out inflow- 
outflow experiments with the procedure described in Coppola et al. 

(2011), while, for the remaining soil horizons, we set the value ac-
cording to similar textural classes. 150 nodes for each profile (1 cm 
spacing) were considered. The root water uptake model was chosen the 
one proposed by Feddes et al., 1978, with no solute stress, where the 
root parameters were set to literature values of pasture. Accordingly, 
Leaf Area Index (LAI) and light extinction coefficient were set for the 
entire period equal to 2 m2 m-2 and 0.39, respectively. 

As regards TFM-ext, to obtain the constant flux q, (Eq. (2)):  

1. we considered 3 years (2002–2004) of variable precipitation and 
reference evapotranspiration from the historical dataset;  

2. we simulated, using the FAO model (Allen et al., 1998), the actual 
evapotranspiration, considering the crop and water stress 
coefficients;  

3. we cumulated the annual volumes and computed the constant mean 
daily net precipitation. 

Despite there were really small difference in the cumulated annual 
volumes of actual evapotranspiration computed by the two models (less 
than 30 mm year− 1), they were considered negligible since they didn’t 
affect significantly the mean daily net precipitation. 

On the breakthrough curves obtained at the soil profile depth, i.e., 
150 cm, the mean and the variance of the travel times were calculated 
according to Eq. (7) and compared to those obtained with the TFM-ext. 

3.5. TFM-ext application at a large spatial extent 

As stated in the Introduction and in Section 2, TFM-ext was 
conceived to be implemented in the S-DSS to predict, in real-time, NPS 
travel times. Therefore, we present a particular application to the Valle 
Telesina case study, supposing to be interested to evaluate the filtering 
capacity of the soils at a fixed groundwater depth of 3 meters. The scope 
is to better highlight the potentiality of the model for the policy-makers, 
in support of the definition of the vulnerable areas. 

The inputs for the spatial application are for the user-defined area: i) 
the depth of interest, ii) the soil types, iii) the climate, iv) the land uses 

Fig. 2. Schematic representation of the soil column setup. Figure re-drawn 
from Coppola et al. (2004). 

Table 1 
Main soil characteristics and hydraulic parameters of the four soil columns.  

Horizon z Sand Silt Clay o.m.  θr  θs  α  n k0  τ   
cm (%) (%) (%) (%) (–) (–) (cm− 1) (–) (cm d− 1) (–) 

ProfileP1             
Ap 0 − 40  60.33 18.13 21.53 0.88 0.01 0.385 0.0118 1.55 168.8 0.5 
Bk1 40 − 100  72.00 12.20 15.80 0.14 0.01 0.310 0.0108 1.40 240.0 0.5  

ProfileP3             
Ap 0 − 20  67.15 16.55 16.30 0.81 0.00 0.25 0.0250 1.27 169.4 0.5 
Bt 20 − 70  67.60 16.00 16.40 0.47 0.00 0.25 0.0012 1.27 169.4 0.5  

ProfileP4             
Ap 0 − 50  68.27 13.87 17.87 0.66 0.00 0.30 0.0340 1.50 345.6 0.5 
Bt 50 − 120  70.35 13.85 15.80 0.23 0.00 0.22 0.0085 1.64 324.5 0.5  

ProfileP5             
Ap 0 − 20  36.97 42.70 20.33 1.32 0.00 0.36 0.0100 1.33 39.6 0.5 
Bt 20 − 70  36.90 27.50 35.60 0.78 0.00 0.36 0.0112 1.23 36.5 0.5  

Table 2 
Vegetation and upper boundary conditions (BC) for the TFM-ext and Hydrus 1D 
model.  

TFM-ext Hydrus 1D 

Vegetation Upper BC Vegetation Upper BC 

pasture variable in space and constant 
in time 

pasture variable in space and 
time  
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and v) the crop managements. 
The full characterization of soil layers to 3 meters depth was not 

available, but only till 1.5 m, as described in Section 4. The climate was 
considered spatially variable, the land use considered for the entire 
valley was the alpha-alpha, fertilized with a non-reactive solute of 0.65 
mmol l− 1. 

4. Study case 

4.1. Study site 

The Valle Telesina site, located in southern Italy, is a 200 km2 area 
with five different landscape systems: limestone mountains, with vol-
canic ash deposits at the surface; hills, comprised of marl arenaceous 
flysch; pediment plain, comprised of colluvium material from the slope 
fan of the limestone reliefs; ancient alluvial terraces; and the actual al-
luvial plain. Such complexity is echoed in the 60 soil typological units, 
which were aggregated into 46 soil mapping units, as shown in Fig. 3. 
The climate is typically Mediterranean, characterized by warm, dry 
summers and cool, mild winters, with a mean annual rainfall of around 
1000 mm, mainly distributed between autumn and winter, and a mean 
annual temperature of around 15 ◦C (Alfieri et al., 2019). 

4.2. Hydraulic properties dataset 

In each representative profile of the soil mapping units, undisturbed 
soil samples were collected from the horizons using cylindrical steel 
samplers (8.5 cm diameter and 12.0 cm high). In the laboratory, the 
samples were saturated by slowly wetting from the bottom in order to 
remove all the air entrapped in the soil. The maximum water content, θ0, 
was gravimetrically determined and the saturated hydraulic conduc-
tivity, ks, was measured by a falling-head permeameter (Reynolds and 
Elrick, 2002). Then, the Wind method (Arya, 2002), was applied to 
simultaneously determine the water retention and hydraulic conduc-
tivity functions by subjecting the soil samples to an evaporation process. 
After sealing the bottom surface to prevent drainage, during the evap-
oration process – at appropriate pre-set time intervals - the weight of the 
whole sample and the pressure head at three different depths were 
measured. An iterative procedure was applied for estimating the water 

retention curve from these measurements. Then, the instantaneous 
profile method was applied to determine the unsaturated hydraulic 
conductivity. 

θr, θs, α and n parameters in Eq. (4) were derived by fitting the soil 
water retention data; under the restriction m = l − l/n, τ and k0 param-
eters were derived by fitting the hydraulic conductivity data to Eq. (3). 
Details of the tests and overall calculation procedures are described in 
Basile et al. (2012). The parameters obtained in the laboratory were then 
scaled to better reproduce the field behaviour by following the pro-
cedure suggested by Basile et al. (2003a, 2006). Finally, for the few soils 
having considerable stone content, a correction of θs and ks, to take into 
account the stoniness, was applied (Coppola et al., 2013b). 

5. Results and discussion 

This section describes and discusses the results of i) the TFM-ext 
model sensitivity analysis, ii) the model validation against measured 
data in large soil columns, iii) the comparison of the results obtained 
with TFM-ext and Hydrus 1D model and iv) the application to the Valle 
Telesina case study. 

5.1. Sensitivity analysis 

First, for each parameter, the appropriate theoretical CDF was 
derived. Table 3 reports the upper (A) and lower (B) limits of variation, 
which were inferred from the dataset, the type of transformation 
applied, the mean, the standard deviation, the coefficient of variation 
(CV) of the original parameter and the value of the minimum deviation 
(D) between the empirical and the fitted CDFs, according to the 
Kolomogorov-Smirnoff test. 

While θr was already normally distributed and, thus, no trans-
formation was applied, for θs and α, the best transformation was the 
Johnson hyperbolic arcsine (SU). The Johnson log-ratio transformation 
(SB) was chosen for n and τ and eventually, the lognormal distribution 
for k0. 

The Monte Carlo procedure allowed to perform the model sensitivity 
analysis. In Fig. 5, only the results of the uncorrelated case are shown, 
since the parameters shown a small correlation. 

From the barplot of the RI toward the variance, it is possible to infer 

Fig. 3. Localization of the Valle Telesina, Benevento, Italy. The plot on the right shows the soil units (coloured polygons) and the soil sampling points (red dots). (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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some useful information: θs and τ are responsible for 32 % and 60 % of 
the travel times variance, respectively, therefore, the TFM-ext model is 
mostly sensitive to these parameters. On the contrary, θr variability 
showed no influence at all, while α, n and k0 showed only a small 
relative importance (1%, 3%, 4%). The θs and τ also show the biggest 
RD, with 0.25 and 0.50 values, respectively, i.e. the variability in the 
travel times due to the variation of the two parameters is high, con-
firming the high sensitivity of the model to those parameters. While the 
high relative importance of θs was somehow expected, since its influence 
on the flow and transport processes, the high RI of τ and the small RI of 
k0 is interesting. τ is usually regarded as an empirical calibration 
parameter. 

The explanation may be found by looking at the impact of these 
parameters on the shape of the hydraulic conductivity curve in Fig. 1: θs 
and ks shift the curve along the θ and k axis, respectively, while the 
parameter τ controls the slope of the curve. For given θs and τ, the 
variation of ks simply induces a relatively small shift of the curve on the 
k axis and an elongation of the vertical part of the curve close to satu-
ration. Overall, the change in the ks may produce significant effects on 
the travel time pdf only for high top boundary fluxes, thus bringing soil 
water content close to saturation. In this sense, even a high CV, as 
observed for the ks, may only have limited effects on the variability of 
the travel time pdf. By contrast, the same variation in the water content 
completely modifies the position of the hydraulic conductivity curve in 
the k(θ) plane, with significant effects on the derivative of the k(θ) and 
thus on the size of the pores involved in the transport at a given top- 
boundary flux. In turn, this behavior significantly affects the vari-
ability of the travel time pdf. Similar conclusions can be drawn for the 
parameter τ, with the additional effect of a very high CV, which has itself 
consequences on the variability of the travel time pdf. This is particu-
larly clear in Fig. 4, where, as an example, the effect of the variability of τ 
on the hydraulic conductivity curve (left panel) and consequently on the 
dimensionless flux concentration (i.e., the travel time cdf) (right panel) 
is shown. Especially in the first part of the curves (e.g., 20 days), clear 
differences in the values of the travel time cdf can be appreciated be-
tween the 4 curves. 

The fact that a large CV of an input parameter does not automatically 
imply large variability in the output has already been discussed in the 
literature (see, for example, Coppola et al. (2009)). Evidently, the 
contribution of a parameter to the output depends not so much on its CV 
as on the sensitivity of the model to the parameter itself. 

The sensitivity analysis of the TFM-ext model, with respect to vari-
ations in the steady water flux q, was also performed. The parameters 
were set to their mean values, while q varied between 0.1 and 1 cm d− 1. 
Results of the procedure are reported in Fig. 6, where the blue line 
represents the evolution of the mean travel times and the red line rep-
resents the evolution of the variance of the travel times. Both moments 
showed the same behaviour: they decreased sharply till a certain q value 
(around 0.3 cm d− 1) and then tended to an asymptotic value of around 
45 days and 3000 d2 for the mean and variance, respectively. Fig. 1 
allows to interpret these results as follows: as soon as q increases, more 
pores contribute to the flow and reduces, indeed, the mean travel times 
till a certain value. After this value, all the porous space is involved in 
the flow process till the upper limit of complete saturation (θ′ = θs), 
thus, poorly contributing to both mean and variance TT. In fact, as soon 
as q increases, even a relatively large variation in its value determines a 
small variation in θ, till the upper limit θs, after which the system pro-
duces runoff (q > ks). This is true and holds since the transport in the soil 
column is considered vertical towards the groundwater. If other mech-
anisms of runoff generation are considered, such as shallow subsurface 
flow or surface runoff, then an increase in q would not necessarily 
decrease the variability in the travel times. 

5.2. Soil columns validation 

Fig. 7 shows the results of the validation of the TFM-ext for the four 
soil columns chosen. The dimensionless breakthrough curves, measured 
(black dots) and simulated (red lines), were compared and some good-
ness of fit indices were computed. In general, we can observe that the 
model performs quite well for all the four cases, with the best agreement 
obtained for the P5 column, where the R2=0.97, the RMSE = 0.11 and 
the ME is − 0.01 and the less accurate obtained for the P3 column that 

Table 3 
Transformation and main statistics of the model parameters: A and B are the upper and lower bounds of the interval, NO stands for no transformation, SU stands for the 
Johnson hyperbolic arcsine and SB stands for the Johnson log ratio transformation. The mean, standard deviation and the coefficient of variation (CV) are computed on 
the measured variables and D stands for the Kolomogorov-Smirnoff deviation.  

Hydraulic variable A B Transformation Mean Standard Deviation CV D 

θr  0.00 0.1 NO 0.002 0.007 2.84 0.21 
θs  0.20 0.65 SU 0.37 0.121 0.31 0.08 
α  0.003 0.1 SU 0.026 0.015 0.58 0.08 
n 1.1 3.0 SB 1.29 0.162 0.12 0.19 
k0  1 121 LN 20.76 24.49 1.17 0.12 
τ  -8 23 SB -0.78 4.69 5.97 0.22  

Fig. 4. Variation of the hydraulic conductivity curve (left panel) and of the travel time cdf (right panel) with the parameter τ.  
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still showed a R2 = 0.88, the RMSE = 0.22 and the ME = − 0.16, as 
reported for each graph in the Figure. These results are really promising, 
since we have to keep in mind that no parameter of the TFM-ext was 
calibrated. 

Overall, we recognize that the three different shapes of breakthrough 
curves are well reproduced by the TFM-ext model. P1 and P4 columns 
show a similar behaviour, with an early response and a breakthrough 
time of around 5 h (0.2 days). P3 column shows an overestimation of 
solute concentration respect to the measured one, still showing a 
breakthrough time of around 5 h (0.2 days). P5 column displays a s- 
shaped breakthrough curve, which is slightly smoother according to the 

model, with a later breakthrough time of around 12 h (0.45 days). 
Despite its important assumptions on the steady state input flux, 

TFM-ext, through these validation versus real data from large undis-
turbed soil columns, proved to be robust in reproducing the break-
through curves for different layered soils, with no calibration of any 
parameter required. Other validations at field scale in layered soils 
would not have been feasible at all. 

5.3. Hydrus 1D comparison 

The moments of the breakthrough curves obtained applying the 

Fig. 5. Relative importance indices toward the variance (red bars) and relative deviation (blue bars). (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 

Fig. 6. Model sensitivity analysis with respect to steady flux variations. The blue and the red lines represent the mean and the variance changes with flux, 
respectively. The y axis reports on the left the value interval of the mean and on the right the value interval of the variance. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.) 
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TFM-ext and Hydrus1D at the same soil depth of 150 cm were finally 
compared for all the soil polygons of the Valle Telesina, as described in 
Section 3.4. 

Results of the application are shown in the scatter plot in Fig. 8, 
where the black points represent the mean travel times, the black line 
represents the regression line and the red dashed line represents the 
bisector. It is immediately clear that there was a really good agreement 
between the two models, with a correlation coefficient of 0.83, a mean 
absolute error of around 40 days and a percent bias of − 15.8 %. The 
regression line appears to be almost parallel to the bisector (coefficient 
of 1.06), with an intercept of 29.3 days. The maximum Hydrus 1D 
overestimation was obtained for the soil profile ID P32, where the travel 
times were 199 days using Hydrus 1D and of 109 using the TFM-ext. The 
higher TT in Hydrus 1D were determined by high ks values, which, for 
the lower horizon, was around 430 cm d− 1. The variable upper 

boundary condition determined the soil to be very wet only for short 
period during rainy events, while remaining rather dry for a longer 
period, thus leading to a slower response of Hydrus 1D with respect to 
TFM-ext. 

Further tests to assess the goodness of the assumption of a log-normal 
distribution against the use of real data were conducted. We saw that for 
a greater depth (4 m) and the same flux (0.174 cm/day), a loamy sand 
showed a mean travel time of 172 days while a clay soil showed a mean 
travel time of 633 days. Also in these cases we obtained good agreements 
with Hydrus results, in line with the previous outcomes. 

These results are positively surprising and further confirm that the 
steady state hypothesis underlying the TFM-ext model holds true. 
Finally, since one of the key points of the proposed model was to be fast, 
besides being effective, from the computational point of view, the run- 
time for a single soil profile for Hydrus is between of 3 s and 2 min, 
while TFM-ext took around 1.2 s to process all the 46 soil profiles. 

5.4. Valle Telesina spatial application 

The spatial application of the TFM-ext to the Valle Telesina case 
study is shown in Fig. 9. As reported in Section 3, the depth of simulation 
was 3 m for all the soils. For all profiles, the mean annual precipitation 
was equal to 795 mm yr− 1 and the reference ET was equal to 950 mm 
yr− 1. The mean net precipitation varied between 0.112 cm d− 1 and 0.181 
cm d− 1 (408 mm yr− 1 and 660 mm yr− 1). 

This application is particularly interesting since it allows to compare 
the different dynamics determined by the multiple soil characteristics 
and input fluxes, being equals the depth and the land use. 

The mean travel times are categorized in ten intervals from 132 (red) 
to 712 (green) days. It is worth noticing that around the 40% of the soil 
units, coloured in light green to dark green in the map, have mean travel 
times above 365 days. These are mainly located on the hills and on the 
upper part of the mountains (above the 300 m a.s.l.). Given the slow 
response to the solute injection, these areas shown a good filtering ca-
pacity and therefore, could be classified as less vulnerable to possible 
contaminations compared to the other. 

Some soil units present low mean TT, in the interval 132–248 days 
(red spots on the mountains and the alluvial plain). The red spots on the 
mountains belong to the same types of soils that, according to the USDA, 

Fig. 7. Validation of the TFM-ext using soil column experiments: red lines represents the simulated dimensionless concentrations while black dots represent 
measured dimensionless concentrations at the exit depths. (For interpretation of the references to color in this figure legend, the reader is referred to the web version 
of this article.) 

Fig. 8. Scatter plot of the mean travel times obtained using TFM-ext and 
Hydrus 1D. 
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are classified as Lithic and Typic Hapludands. This is not surprising 
because these soils showing andic features, as often mentioned in 
literature, have distinct hydraulic properties, namely high hydraulic 
conductivity in wet conditions (similar to sandy soils) and high water 
retention capacity (similar to clay soils) (Terribile et al., 2018; Bartoli 
et al., 2007; Basile et al., 2003b). Therefore, since the TFM-ext model is 
strongly based on the hydraulic conductivity curve and not on the water 
retention curve, the former prevails and determines the fast TT of soils 
showing andic features. 

The other red spots in the alluvial plain correspond to the soils that 
are formed on alluvial deposits and classified as Fluvic Cambisols with 
loamy texture. Because these soils are at the beginning of their pedo-
genesis, they have a moderately developed soil structure with poor 
macroporosity and connectivity (Terribile et al., 2011). These pedo-
logical features correspond to low values of ks and high values of τ, thus 
justifying the lower mean travel times. 

6. Conclusion 

The purpose of this study was to present the TFM-ext for the esti-
mation of solute travel times to a certain fixed depth, which deploy a 
simplified statistical approach, based on the transfer functions 
approach, integrated by soil’s physical properties. 

In the broad array of leaching models, TFM-ext was conceived to 
require small computational efforts while being physically-based. In 
fact, the main reason behind the model was the need to have a fast and 
effective tool for real-time on-line simulations, required by the new 
frontier of the web-based Decision Support Systems. The input soil type, 
the climate, the land use and the crop management are spatially avail-
able and real-time overlapped to obtain possible infinite combinations 
(and model runs) on which to evaluate the NPS travel times. 

According to TFM-ext, it is possible to derive the travel times pdf 
based on the hydraulic conductivity function and characteristic of each 
layer of the soil. Moreover, the model extends the transport process to 
the generic depth z, where information on the hydraulic properties 
couldn’t be available, making the assumption of a lognormal travel time 
pdf, whose parameters are scaled according to the generalized transfer 
function model. 

The sensitivity analysis of the model toward its parameter variations 

showed that θs and τ determine the greatest variability of the travel 
times, even with relatively small variations. 

The validation of the model, performed on four large soil columns, 
gave very satisfactory results, with a really good agreement between the 
measured and simulated solute concentrations. 

The comparison with the travel times obtained using Hydrus 1D 
model, which represents our benchmark reference, gave very good re-
sults, with high correlation coefficients, small mean absolute errors and 
small percent bias. 

Finally, the application at Valle Telesina extent shown how the 
model could be used to interpret the different responses of the soils, 
given a user-defined area, depth, land use and crop management. 

In general, for the small computational demand and number of pa-
rameters, we can state that TFM-ext met our goals. In this view, the TFM- 
ext model was integrated as an operative tool for the groundwater 
vulnerability assessment within the web-based geo-spatial decision 
support system LandSupport (www.landsupport.eu), which is developed 
under H2020 project LandSupport. Further improvements of the model 
will include the reactive transport, in order to be fully operational in 
support of the pesticides and nitrates directives. 
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Appendix A. Time derivative of the hydraulic conductivity function 

In the following, all the steps to obtain of the (travel) time derivative of the hydraulic conductivity function are reported. Firstly, the derivative of 
the hydraulic conductivity function respect to θ is obtained as follows: 

dk(θ)
dθ

=
k0Sτ− 1

e [1 − (1 − S1/m
e )

m
][τ + 2S1/m

e (1 − S1/m
e )

m− 1
− τ(1 − S1/m

e )
m
)]

θs − θr
(A.1) 

Having defined the flow velocity in the soil (Scotter and Ross, 1994) as: 

v(θ) =
dk(θ)

dθ
=

z
t

(A.2)  

then, the travel time t is computed as: 

t =
z

dk(θ)
dθ

=
z

k0Sτ− 1
e [1− (1− S1/m

e )
m
][τ+2S1/m

e (1− S1/m
e )

m− 1
− τ(1− S1/m

e )
m
)]

θs − θr

(A.3) 

Combining Eqs. (3) and (A.3), we obtain the hydraulic conductivity function as a function of the travel time t: 

k(θ) =
z[1 − (1 − S1/m

e )
m
]

tSe− 1 [τ+2S1/m
e (1− S1/m

e )
m− 1

− τ(1− S1/m
e )

m
)]

θs − θr

(A.4) 

Then its travel time derivative is straightforward obtained as: 

dk(θ)
dt

= −
z[1 − (1 − S1/m

e )
m
]

t2Se− 1 [τ+2S1/m
e (1− S1/m

e )
m− 1

− τ(1− S1/m
e )

m
)]

θs − θr

(A.5)  

Appendix B. Supplementary data 

Supplementary data associated with this article can be found, in the online version, athttps://doi.org/10.1016/j.jhydrol.2021.126157. 
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