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Abstract: Climate change increasingly affects every aspect of human life. Recent studies report a
close correlation with human health and it is estimated that global death rates will increase by 73 per
100,000 by 2100 due to changes in temperature. In this context, the present work aims to study the
correlation between climate change and human health, on a global scale, using artificial intelligence
techniques. Starting from previous studies on a smaller scale, that represent climate change and which
at the same time can be linked to human health, four factors were chosen. Four causes of mortality,
strongly correlated with the environment and climatic variability, were subsequently selected. Various
analyses were carried out, using neural networks and machine learning to find a correlation between
mortality due to certain diseases and the leading causes of climate change. Our findings suggest that
anthropogenic climate change is strongly correlated with human health; some diseases are mainly
related to risk factors while others require a more significant number of variables to derive a correlation.
In addition, a forecast of victims related to climate change was formulated. The predicted scenario
confirms that a prevalently increasing trend in climate change factors corresponds to an increase
in victims.

Keywords: environmental conditions; mortality cases; morbidity cases; neural networks; artificial
intelligence; forecast

1. Introduction

Climate change is an increasingly recurring theme in recent years, from science to
politics, attracting the attention of more and more people. Although there is scientific proof
of climate change, there are numerous opinions and different approaches to combatting it.
The European Commission’s 2020 climate and energy package aims to reduce greenhouse
gas emissions (compared to 1990 levels) and energy needs from renewable sources, as well
as improve energy efficiency all by 20%.

The Fourth Assessment Report [1] included sectoral and regional analyses of published
literature related to climate change impacts. The Report considered the weight of evidence
supporting its conclusions and attributed relative levels of confidence.

CMIP5 is one of the most commonly used models in climate change [2]. NASA and
other entities that study climate variations over time use it and have added other methods
like ModelE2 for the atmospheric model [3]. The ModelE2 atmospheric general circulation
model (AGCM) has a resolution of 2.5◦ longitude by 2◦ latitude and 40 vertical layers.
Hydrostatic approximation is introduced using pressure as a vertical coordinate, with
terrain-following sigma coordinates in the 23 layers below 150 mb. The thickness of the
layer above the pressure level is horizontally uniform to the top of the model at 0.1 mb.
With six layers below 825 mb and the tropopause, with nine layers between 251 and 43 mb,
the vertical resolution is improved near the lower boundary.

Healthcare 2021, 9, 86. https://doi.org/10.3390/healthcare9010086 https://www.mdpi.com/journal/healthcare

https://www.mdpi.com/journal/healthcare
https://www.mdpi.com
https://orcid.org/0000-0003-3235-8712
https://orcid.org/0000-0002-1847-4541
https://doi.org/10.3390/healthcare9010086
https://doi.org/10.3390/healthcare9010086
https://doi.org/10.3390/healthcare9010086
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/healthcare9010086
https://www.mdpi.com/journal/healthcare
https://www.mdpi.com/2227-9032/9/1/86?type=check_update&version=2


Healthcare 2021, 9, 86 2 of 14

For the CMIP5 experiments, three variants of ModelE2, characterized by their treat-
ment of atmospheric composition and aerosol indirect effects (AIE), were used. Aerosols
indirectly disrupt radiative fluxes by acting as nuclei of cloud condensation (CCN), alter-
ing the clouds’ brightness and lifespan. Specifically, aerosols reduce cloud droplet size
by distributing condensed water over a more significant number of nucleation sites (the
“Twomey” or first AIE) [4], and these smaller droplets increase the number of collisions
required for the droplets to grow to precipitable size (the “Albrecht” or second AIE) [5].

An example is the calculation of instantaneous forcing which represents the difference
between CMIP3 and CMIP5, demonstrating the new method’s better accuracy (CMIP5).

Some of the many diseases that are present globally have increased in diffusion and have
exhibited a worsening of symptoms, and this may be due to climage change. According to
the World Health Organization, 23% of deaths in the world are attributable to environmental
causes, thus about 4 million people [1]. Deaths caused by the environment can be traced back
to some pathologies that have been favored by climate change. The IPCC set out in Climate
Change 2007: Working Group II: Impacts, Adaptation and Vulnerability, the best model used
until 2007 to estimate and predict Health effect and Climate scenario [1].

Climate change currently contributes to the global burden of disease and premature
deaths (with very high confidence). Human beings are exposed to climate change by chang-
ing weather patterns [6] (temperature, precipitation, sea-level rise, and more frequent
extreme events) and indirectly through water, air, and food quality and changes in ecosys-
tems, agriculture, industry, and settlements and the economy. At this early stage, the effects
are small but are projected to increase in all countries and regions progressively.

The increase in the concentration of CO2 in the air and the consequent increase in
temperature are causing considerable damage to the environment, human life and human
health. The influences of weather and climate on human health are significant and varied.
They range from explicit threats of extreme temperatures and severe storms to connections
that may seem less obvious [7]. For example, weather and climate affect the survival,
distribution, and behavior of insects that carry diseases, particularly in arid zones. Climate
and weather can also affect water and food quality in particular areas, with implications for
human health [8]. Furthermore, the effects of global climate change on mental health and
well-being are powerful, constituting a considerable risk for humans [9].

A useful approach to understanding how climate change affects health is to consider
specific exposure pathways and how they can lead to human disease [1]. The definition
of exposure pathways is adapted from its use in chemical risk assessment and explains
the key routes by which health is influenced by climate change in this context. Exposure
pathways could affect humans in different ways, depending on the condition and timing at
the location Climate exposures are subject to single or multiple changes and geographical
position, factors which potentially affect human risk.

Threats to climate change can also build up over time, leading to longer-term adapta-
tion and health improvements, and they depend on a complex collection of susceptibility
factors such as whether or not a person is exposed to a health hazard or is suffering from
disease or other adverse health effects from that exposure [6]. Vulnerability is the tendency
or predisposition to be adversely affected by climate-related health effects and encompasses
three elements: exposure, sensitivity, or susceptibility to harm, and the capacity to adapt
or cope.

Models to analyze human health are also difficult to formulate as they are often
inaccurate. Linking human health with weather is quite laborious because there are too
many variables to consider, for example people’s behavior, genetic disease, attention paid
to medical check-ups, and regional variations [10].

There are various models to find a correlation between human health and climate
change (i.e., statistical, regression, artificial intelligence), but it depends on what is ana-
lyzed and how much data is available. One of the best studies on health is WHO04, the
only current quantitative study of the impacts of global warming on diarrhea [11]. Using
empirical studies from Fiji and Peru [12], the WHO04 investigation inferred that warming



Healthcare 2021, 9, 86 3 of 14

by 1 ◦C was associated with a 5% increase in diarrhea and noted that this was probably a
conservative estimate.

A broad range of uncertainty (0–10% per 1 ◦C) was added to the association between
diarrhea and temperature, but temperature estimates from a single climate model were used.
As mentioned above, it is standard practice to use multi-model assemblies (a collection
of results from multiple models) when evaluating the spatial and temporal aspects of
climate predictions and forecasts due to the considerable amount of intermodel difference
concerning regional predictions [13,14].

Starting from temperature data and the CMIP3 model, the authors calculated a sce-
nario for the next few years, hypothesizing that temperature is increasing worldwide.
Since temperature is one of the causes of increases in diarrhea cases, they evaluated the
consequent increase in diarrhea cases [12].

Additionally, the models that allow prediction of a future scenario, using the data and
previously mentioned correlations, are relevant [14]. Studies highlight an estimated rise in
deaths due to warming in the summer months (hot season, April–September), a predicted
decline in deaths due to warming in the winter months (cold season, October–March), and
an expected net shift in deaths for the U.S. cities studied [15,16]. These observations equate
estimated deaths for future reporting to 1990 outcomes while maintaining population at
2010 levels and without any methodological modification for possible future adaptation.
Thus, temperature–death associations found for the last decade of the available evidence
(1997–2006) are expected to remain unchanged in 21st century forecasts [17,18].

Based on these assumptions, the result is an increasing health benefit in terms of re-
duced deaths during the cold season (October–March) over the 21st century due to warming
temperatures, while deaths during the hot season (April–September) increase [19]. Overall,
in the hot season, increased deaths from warming outweigh a decrease in deaths during
the cold season, resulting in a net rise in deaths attributed to climate change attributable to
temperature over time.

These studies have almost all focused on examining the correlation between a disease
and some aspects of climate change, referring to a specific area, usually a city or a nation [10].
In this work a framework based on Artificial Intelligence techniques has been developed to
analyze the correlation between climate variability and main mortality diseases on global
scale, and to predict a future scenarios by the tested best correlation models, using as input
a climate change forecast developed by NASA [2].

2. Materials and Methods

The data used in this research naturally concern climate change and human health.
First, it is necessary to delimit the study area, on which the search for data of both types will
be carried out. Most previous studies were carried out on a regional basis, or if worldwide
facts were considered different mathematical models were applied for each selected region.

In the present case, analysis is conceived on a global scale. Although there are sub-
stantial climatic and health differences among the countries analyzed, the use of a single
mathematical model for each analyzed typology increases its accuracy. Because the input
data is obtained through the same mathematical methodology, there is no need to make
adjustments or corrections, thus reducing errors significantly. Having unified data on a
global scale means there is only one source, therefore data is in a single format, making it
more convenient to analyze.

The aim is to find a correlation between climate change and human health on a global
scale, trying to understand which diseases are most affected by climate factors and finally,
to make a forecast on their mortality, to understand what actions should be taken to mitigate
this risk.

Figure 1 outlines the methodology used in this work, from input data retrieval to
results and forecast models.
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As mentioned, only one source was chosen for climate data and another for human
health data: NASA (NASA database, 2020) [20] and WHO (WHO database, 2020) [21],
respectively. As these are the most reliable sources available, veracity and reliability of the
data are maximized.

Climate change data were selected based on previous scientific research that identifies
four main drivers of climate change with the most significant impact on human health:
temperature, CO2, CH4 and anthropogenic forcing.

The NASA GIIS database provides a variety of downloadable data about climate; in
the present case, the data was taken from previous research [2] that studied the forced
model of climate change worldwide.
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The WHO periodically publishes an assessment of the impact of climate change and
recent studies have expanded the research to all components related to climate change,
especially the impact on human health. Mortality data were selected from the research
carried out by the World Health Organization as they are the most reliable on a global scale
and, above all, many similar studies use the same data, thus a comparison between them
and this work is correct and accurate. The WHO mortality database allows downloading
of victim data by applying different filters. For this study all countries in the world, all
deaths by causes of disease, and all years available from the database were chosen.

First, the total number of worldwide deaths every year, minus the deaths caused by
accidents, was analyzed to support the research. Data from 1979 to 2016 were examined
but errors emerged due to missing data from some especially poor countries that did not
provide this information.

From the number of global total deaths, four causes were chosen which are considered
related to climate change and have attracted more attention over the years [22,23]: mental
and behavioral disorders, respiratory disease, nervous system disease, and digestive
disease. This data also came from the WHO and spanned from 1979 to 2016 with some
missing data from the beginning and end of the period.

An analysis period from 1980 to 2015, during which all the necessary data were
available, was selected.

Table 1 reports a pre-analysis of the data, with calculation of the principal statistics,
useful for featuring scale.

Table 1. Statistical indicators for input data (1980–2015) from NASA and WHO (victim numbers are based on yearly global
deaths).

Temperature
Anomaly

(◦C)

CO2
(ppm)

CH4
(ppb)

Anthropogenic
Forcing
(W m−2)

Victims Without
External Causes

Mental and
Behavioural

Disorder

Respiratory
Diseases

Nervous
System

Diseases

Digestive
Diseases

mean 0.034 318.58 1.17 0.941 13,446,963.9 192,014.5 1,247,399.7 281,894.2 640,789.2

stdev 0.341 32.18 0.35 0.926 3,677,068.5 115,776.1 324,588.9 162,370.5 172,157.3

min −0.482 285.20 0.79 0.000 1,393,261.0 28,739.0 105,959.0 41,322.0 69,373.0

25% −0.211 295.00 0.86 0.245 11,490,490.8 93,066.5 1,030,557.0 142,181.3 515,161.0

50% −0.071 309.50 1.05 0.625 14,483,355.5 185,460.5 1,348,770.0 224,029.0 644,557.0

75% 0.209 332.20 1.48 1.417 16,037,828.0 252,202.0 1,476,771.5 411,736.8 787,771.5

max 1.015 410.40 1.88 3.421 17,006,389.0 433,349.0 1,610,627.0 618,126.0 850,382.0

Matlab tools (Matlab, 2020) [24,25], Neural Network toolbox, and Deep Learning
Toolbox were used for the analysis, all three artificial intelligence techniques based on the
same principle. In this case, we used two different types of AI, the simplest neural networks,
as they are composed of a single level which allowed us to understand if there was a
correlation between climate change and human health. Subsequently, using a multi-level
neural network, such as Machine Learning and Deep Learning, we tried to improve the
performance of the obtained correlation and understand if the studies carried out with the
neural networks were correct.

The neural networks analysis was conducted in order to simulate the correlation
between input (CO2, CH4, temperature and anthropogenic forcing) and output data (four
causes of death [22,23]). Once the network is trained to be used on different input values,
the correspondent output values simulated by the network can be computed.

The Regression Learner app was used to explore the data, to select features, train mod-
els, and assess results, and it reports the validated model’s performance. Diagnostic metrics,
such as model precision, and charts, such as response plot or residuals plot, represent the
validated model outcomes. The app can automatically train one or more regression models,
compare the effects of validation, and choose the best model that fits the regression issue.
The exported model can be used to make predictions on new data.
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3. Results
3.1. Analysis with Neural Networks

The neural networks simulate the correlation between the environment conditions
(temperature, CO2, CH4, anthropogenic forcing) and the mortality and morbidity (the
number of deaths without external causes, number of cases for several diseases like mental
and behavioural disorder, respiratory, nervous system and digestive).

In a first step, neural networks were used to verify whether or not there was a corre-
lation between the pathologies and the climatic variables chosen. Neural networks have
limits, which can sometimes be overcome by implementing a different methodology, and in
this case machine learning techniques were applied.

Several configurations were tested for the neural network. Starting from a hidden
layer and 10 neurons, progressively increasing the number of layers of one and the neurons
by 10, analysis testing was carried out to determine which configuration gives the best
performance value.

Finally, a feedforward network with one hidden layer, and 4-10-5 configuration (four
neurons on input layer, 10 neurons on hidden layer and five neurons on output layer) was
chosen. Several algorithms were used to train the network, including Levenberg-Marquard
(trainlm), Scaled conjugate gradient backpropagation (trainscg) and Bayesian regularization
backpropagation (trainbr) algorithm (Figure 1). The data were normalized (due to different
ranges for data) to train the network.

The data were randomly divided into three sets: 70% for training, 15% for validation,
and 15% for testing.

The training of the neural networks was concluded when the performance measure
stopped improving, the maximum mu (adaptation parameter) was reached (Figures 2b and
3a) or validation error MSE (Mean Squared Error) was at minimum (Figures 2a and 3c).

The resulting error histograms (Figure 3b,d) show small errors, with apparent normal
distribution and central tendency close to 0.

The correlation coefficient R2 (Figure 4) between output and target values in the neural
networks training process has outstanding values, close to 1.

Overall, neural networks analysis shows that a good correlation (Table 2) between
these variables can be found. The forecasted data for CO2, CH4, and temperature can be
used, with the help of the neural network already educated and the machine learning app,
to determine the prognosis of the number of deaths or other numbers of illness cases and
create global and human evolution scenarios.
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Table 2. The performance of the chosen neural networks (HL = Hidden Layer).

Training
Algorithm

Number of
Neurons on HL

Number of
Iterations

NN Perform
MSE Gradient Mu R2

trainlm 10 15 0.0034 0.0033 0.0001 0.9908
20 9 0.0027 0.0035 0.0001 0.9922
25 10 0.0006 0.0024 0.0025 0.9899

trainscg 10 34 2.83 2.8700 0.9885
20 14 0.0161 0.0481 0.9550
25 58 0.0053 0.0124 0.9897

trainbr 10 158 0.0054 0.0009 5 × 1010 0.9991
20 201 0.0061 0.00096 5 × 1010 0.9919
25 346 0.0078 0.0011 5 × 1010 0.9912

3.2. Analysis with Regression Learner (Machine Learning App in MATLAB)

The Regression Learner app from MATLAB was used to train regression models to
predict data. The first analysis was made using data sets with four input values and one
output value for each studied variable.

It was studied separately, each variable (number of deaths without external causes
just disease, digestive disease, mental and behavioural disorder, nervous system disease,
respiratory disease) correlated with four causes (CO2, CH4, temperature, and the anthro-
pogenic forcing) values. Each case changed the configuration and retrained the model,
eliminating causes one by one, until the best option was found (Figures 5 and 6).
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The residuals plot (Figure 7) was used to check model performance. The residuals
plot displays the difference between the predicted and true responses.
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Analysis of the data reveals good correlation (Table 3) between climate change and the
four diseases studied, however, due to the amount of data, the correlation between climate
change and digestive diseases is dictated by an increasing trend of input and output data,
therefore it is not to be trusted.

Table 3. Results of the analysis with the Regression Learning model.

Analyzed Variable Regression Model R2 Best Correlation

Total number of Deaths without accidents Gaussian Squared Exponential Process 0.96 CO2, CH4

Digestive disease Gaussian Exponential Process 0.98 CO2, CH4, temperature

Mental and behavioral disease Gaussian Exponential Process 0.99 CO2, CH4, anthropogenic forcing

Nervous system disease Gaussian Exponential Process 1.00 CO2, CH4, anthropogenic forcing

Respiratory disease Gaussian Squared Exponential Process 0.94 CO2, CH4, temperature

3.3. Assumption About Future Trends

The impacts of developmental, climatic and environmental scenarios on population
health are essential for healthcare planning processes. Furthermore, future trends in health
are relevant to climate change because the health of populations is an important element of
adaptive capacity. In this way, the prediction function in Matlab was used, applying the
same previously obtained model but entering new data in the input referring to future years.

The future forecasts data come from NASA and refer to a scientific publication [2]
predicting the variation in concentration of some gases in the air which are particularly
related to climate change. The input data used to obtain the models in the previous analysis
are reported until 2016. The forecasts use data from 2017 and beyond, depending on the
type of forecast requested. The data used from 2017 to 2019 are real data, derived from
satellite scans, processed as previously described as an annual average over the entire globe.
For data after 2019, reference is made to the scientific publication mentioned above [2].

The prediction about the four variables (CO2, CH4, temperature, and anthropogenic
forcing) is based on the CMIP5 model, which uses satellite data relating to the variables
and produces a prediction model based on the hypothesis that human activity changes
remain those in force. The forecasts are made on the basis of the main regulations in force
regarding the reduction of polluting emissions and an increase in the use of energy from
renewable sources.

Almost all future trends predict an increase in climate change variables. Therefore it is
reasonable to expect an increase in future scenarios as well.
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The new input data, which also contains the future trends, must be entered in Matlab
with the same procedure used previously, importing from excel only the columns used.
They must also be arranged in the same order as the model analysis.

After exporting a model to Regression Learner’s workspace, a trainedModel structure
was used to make predictions using new data. The structure contains a model object and a
function for prediction. The structure enables predictions for models that include principal
component analysis (PCA): yfit = trainedModel.predictFcn(T), where trainedModel is the
name of the exported variable, and T is the data with the same format and data type as the
training data used (table or matrix).

From those five models derived using the regression learner app in machine learning,
only two will simulate a future trend. The models with the least error (RMSE), are those
related to the victims due to nervous system disease. The performance of some pathologies
is almost perfect, due to the almost growing trend of input and output data. The results
show that two pathologies have almost the same characteristics (mental and behavioral
and nervous system disease), therefore a single future scenario will be created. Therefore, a
similar trend is expected in the near future.

The forecast was made until the year 2500. However, being the result of a mathematical
model, such a distant forecast is not reliable, therefore predictions will be made for 10-year
intervals, using the predictive data for all user input data (Figure 8) in the following figures
relating to the four previously used climate variables.
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Figure 8. Global CO2 concentration in the air: true data [2] and future trend.

In Figure 9, the scenario has only been evaluated for the next 10 years, although it is
possible to do it up to 500 years data, but making a forecast for 500 years is neither reliable
and affected by high uncertainty. The intention is to show a minimal correlation, however
with more detailed data and more significant variables, a more accurate forecast could be
obtained.

The predicted number victims from nervous system disease are quite significant: in 35
years the increase is almost 5000 more deaths per year, and in only 10 years the predicted
increase is 3000 deaths. The significant increase in casualties due to climate change each
year will lead to a greater increase in the coming years than in the past.

The best model obtained was used to produce a forecast, despite the correlation being
due to an almost increasing trend of the input and output curves. Therefore it was decided
to create a forecast using neural networks, to try to overcome some problems obtained
from regression through machine learning. Using the forecast data for Temperature, CO2,
CH4, and anthropogenic forces we simulated with the help of the neural network already
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educated and we obtained forecasts for all studied variables, but in Figure 10 the forecast
for the nervous system can be seen.
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As can be seen in Figure 10, also the forecast obtained from the neural networks shows
us an increasing trend, but by increasing the number of years taken into consideration, a
decrease in deaths is observed. The presence of a decrease in deaths may mean that neural
networks have produced slightly better results for this type of model.

Similarly, a future 10-year scenario was created based on the model referring to the
victims of respiratory diseases. Figure 11 shows a possible future scenario, 10 years as
before, but with a notable difference: the increase in casualties is not so remarkable but is
almost linear with the curve of real data. Not having used a linear method for the predictive
model, the almost linear trend suggests that the temperature variable’s fluctuating trend,
which is fundamental in this model, can also influence the future trend.
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Figure 11. Mortality from respiratory disease (true data and future trend).

As mentioned above, this model is the most relevant and the one that best suits the
incoming climate data, although it has a lower R2 index than the other trained models.
Deaths due to respiratory diseases are strongly related to climate change and in particular to
temperature changes, to temperature fluctuations such as heatwaves or frost and especially
to the constant annual increase in the Earth’s average temperature.

4. Discussion

The results obtained from neural networks allow us to state that there is a correlation
between climate change and human health on a global scale, in accordance with previous
studies [26]. A more in-depth analysis using machine learning techniques confirmed the
correlation again, returning more detailed information on the environmental risk factors
most closely linked to the diseases studied.

Mental and behavioral disease and nervous system disease are closely related to
each other given the nature of the pathology, and therefore it is possible to consider them
together. Mental pathologies are strongly correlated to climate change; they have the lowest
relative error of all the pathologies analyzed.

Mathematically, the correlation between climate change and respiratory diseases is
less reliable than those mentioned above, despite relative error being 6%. However, the
close correlation between temperature and respiratory diseases, regardless of the other
causes of climate change, shows an excellent fit between the input and output trends,
confirming the correlation between climate change and digestive diseases.

Study of the correlation between climate change and human health using artificial
intelligence has produced new results. Two different types of artificial intelligence were
used to analyze the correlation better.

Our study using neural networks produced excellent results, furthering the under-
standing of which input variables has the most significant influence in the analysis. The
machine learning technique confirmed the previously obtained correlation, improving the
reliability of three of the four pathologies studied.

The resulting forecasts do not have a very high reliability, but comparing the scenarios
deduced with those of other scientific articles it is possible to say that they are very similar
and that the error is mainly due to the limited quantity of data and the nearly infinite
number of variables necessary to describe such a complex phenomenon. The use of global
data has simplified the calculation but, of course, analyzing only certain countries and
only certain types of mortality which are predominant in the selected countries, the results
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could be better. The difficulty to obtain data on human health is a sizeable obstacle to
studying correlations between it and climate change.

5. Conclusions

The present study examined correlations between climate change and human health
on a global scale, using available multi-annual monitoring data, through analysis with
artificial intelligence techniques.

Previously identified correlations [1] expressing the link between climate change
and human health on a continental scale, suggest that mortality related to some specific
diseases has been valid for two types of diseases (respiratory disease and nervous system
disease) [27].

Studying the correlations using artificial intelligence has produced new results. Two
different types of artificial intelligence were used in order to analyze the best correlation.

Our study using neural networks has produced excellent results, furthering the un-
derstanding of which input variables has the most significant influence in the analysis. The
machine learning technique confirmed the previously obtained correlation, improving the
reliability of three of the four pathologies studied.

The analyses carried out with artificial intelligence techniques have yielded better
results than purely statistical ones. In particular, the analysis with machine learning
techniques generated the model with the fewest absolute error.

No correlation was found between climate change and victims of digestive problems.
This mortality variable should be analyzed using different cause variables linked to water
and food quality and their availability rather than the leading causes of climate change.

The correlation between climate change and victims of mental and nervous system
disorders produced unreliable results, dictated by the curve’s nearly linear and easy to
predict trend, suggesting a more detailed analysis is need to confirm its validity.

The correlation found between climate change and victims of respiratory disease is
the most valid, with temperature playing a fundamental role in this correlation, confirming
previous studies [27].

A possible future scenario was forecast for two of the diseases analyzed, showing that
there will be an increase in the number of victims of respiratory and mental diseases due to
climate change in the next ten years [28].

The overall analysis carried out in this study produced less detailed results, compared
to previous studies, but showed that despite the large area analyzed it is still possible to
find a correlation between climate change and human health.

In conclusion, there is undoubtedly a correlation between climate change and human
health, especially between temperature change and deaths due to respiratory diseases.
However, having more data available and focusing analysis on a narrower geographical
area would produce better results.

Author Contributions: V.T. and V.A.P. conceived of the presented idea. V.T. encouraged V.A.P. to
investigate the relationship between changes in environmental conditions and human health status
with artificial intelligence tools and supervised this work’s findings. V.A.P. collected the data. G.C.
and V.A.P. investigated the models and the computational framework. All authors analyzed the data,
discussed the results and contributed to the final manuscript. All authors have read and agreed to
the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Climate data (NASA database): Available online: https://data.giss.
nasa.gov/modelE/efficacy/. Mortality data (WHO database): Available online: https://apps.who.
int/healthinfo/statistics/mortality/whodpms/.

Conflicts of Interest: The authors declare no conflict of interest.

https://data.giss.nasa.gov/modelE/efficacy/
https://data.giss.nasa.gov/modelE/efficacy/
https://apps.who.int/healthinfo/statistics/mortality/whodpms/
https://apps.who.int/healthinfo/statistics/mortality/whodpms/


Healthcare 2021, 9, 86 14 of 14

References
1. Confalonieri, U.; Menne, B.; Akhtar, R.; Ebi, K.L.; Hauengue, M.; Kovats, R.S.; Revich, B.; Woodward, A. Climate Change: Impacts,

Adaptation and Vulnerability. Contribution of Working Group II to the Fourth Assessment Report of the Intergovernmental Panel on Climate
Change; Cambridge University Press: Cambridge, UK, 2007; pp. 391–431.

2. Miller, R.L.; Schmidt, G.A.; Nazarenko, L.; Tausnev, N.; Bauer, S.; DelGenio, A.D.; Kelley, M.; Lo, K.K.; Ruedy, R.; Shindell, D.;
et al. CMIP5 historical simulations (1850–2012) with GISS ModelE2. J. Adv. Model. Earth Syst. 2014, 6, 441–478. [CrossRef]

3. Schmidt, G.A.; Kelley, M.; Nazarenko, L.; Ruedy, R.; Russell, G.L.; Aleinov, I.; Bauer, M.; Bauer, S.; Bhat, M.K.; Bleck, R.; et al.
Configuration and assessment of the GISS ModelE2 contributions to the CMIP5 archive. J. Adv. Model. Earth Syst. 2014, 6, 141–184.
[CrossRef]

4. Twomey, S. The Influence of Pollution on the Shortwave Albedo of Clouds. J. Atmos. Sci. 1977, 34, 1149–1152. [CrossRef]
5. Albrecht, B.A. Aerosols, Cloud Microphysics, and Fractional Cloudiness. Science 1989, 245, 1227–1230. [CrossRef]
6. Gallopín, G.C. Linkages between vulnerability, resilience, and adaptive capacity. Glob. Environ. Chang. 2006, 16, 293–303. [CrossRef]
7. Telesca, V.; Lay-Ekuakille, A.; Ragosta, M.; Giorgio, G.A.; Lumpungu, B. Effects on Public Health of Heat Waves to Improve the

Urban Quality of Life. Sustainability 2018, 10, 1082. [CrossRef]
8. Checkley, W.; Gilman, R.H.; E Black, R.; Epstein, L.D.; Cabrera, L.; Sterling, C.R.; Moulton, L.H. Effect of water and sanitation on

childhood health in a poor Peruvian peri-urban community. Lancet 2004, 363, 112–118. [CrossRef]
9. Hayes, K.; Blashki, G.; Wiseman, J.; Burke, S.; Reifels, L. Climate change and mental health: Risks, impacts and priority actions.

Int. J. Ment. Heal. Syst. 2018, 12, 1–12. [CrossRef]
10. Collins, W.D.; Ramaswamy, V.; Schwarzkopf, M.D.; Sun, Y.; Portmann, R.W.; Fu, Q.; Casanova, S.E.B.; Dufresne, J.L.; Fillmore, D.W.;

Forster, P.M.; et al. Radiative forcing by well-mixed greenhouse gases: Estimates from climate models in the Intergovernmental Panel
on Climate Change (IPCC) Fourth Assessment Report (AR4). J. Geophys. Res. Space Phys. 2006, 111. [CrossRef]

11. Kolstad, E.W.; Johansson, K.A. Uncertainties Associated with Quantifying Climate Change Impacts on Human Health: A Case
Study for Diarrhea. Environ. Heal. Perspect. 2011, 119, 299–305. [CrossRef]

12. Singh, R.B.K.; Hales, S.; De Wet, N.; Raj, R.; Hearnden, M.; Weinstein, P. The Influence of Climate Variation and Change on
Diarrheal Disease in the Pacific Islands. Environ. Heal. Perspect. 2001, 109, 155–159. [CrossRef] [PubMed]

13. Doblas-Reyes, F.J.; Hagedorn, R.; Palmer, T.N. The rationale behind the success of multi-model ensembles in seasonal forecasting—
II. Calibration and combination. Tellus 2005, 57, 234–252. [CrossRef]

14. Tebaldi, C.; Knutti, R. The use of the multi-model ensemble in probabilistic climate projections. Phil. Trans. R. Soc. A. 2007. [CrossRef]
[PubMed]

15. Schwartz, J.; Lee, M.; Kinney, P.L.; Yang, S.; Mills, D.; Sarofim, M.C.; Jones, R.G.; Streeter, R.; Juliana, A.S.; Peers, J.; et al. Projections of
temperature-attributable premature deaths in 209 U.S. cities using a cluster-based Poisson approach. Environ. Heal. 2015, 14, 1–15.
[CrossRef] [PubMed]

16. Melillo, J.M.; Richmond, T.C.; Yohe, G.W. (Eds.) Climate Change Impacts in the United States: The Third National Climate Assessment;
U.S. Global Change Research Program: Washington, DC, USA, 2014; p. 842. [CrossRef]

17. USGCRP. The Impacts of Climate Change on Human Health in the United States: A Scientific Assessment. Crimmins; Balbus, A.J.,
Gamble, J.L., Beard, C.B., Bell, J.E., Dodgen, D., Eisen, R.J., Fann, N., Hawkins, M.D., Herring, S.C., Jantarasami, L., et al., Eds.;
U.S. Global Change Research Program: Washington, DC, USA, 2016; p. 312. [CrossRef]

18. Kalkstein, L.S.; Greene, J.S. An evaluation of climate/mortality relationships in large U.S. cities and the possible impacts of a
climate change. Environ. Heal. Perspect. 1997, 105, 84–93. [CrossRef] [PubMed]

19. Gosling, S.N.; Lowe, J.A.; McGregor, G.R.; Pelling, M.; Malamud, B.D. Associations between elevated atmospheric temperature
and human mortality: A critical review of the literature. Clim. Chang. 2008, 92, 299–341. [CrossRef]

20. NASA Database. Available online: https://data.giss.nasa.gov/modelE/efficacy/ (accessed on 1 March 2020).
21. WHO Database. Available online: https://apps.who.int/healthinfo/statistics/mortality/whodpms/ (accessed on 1 March 2020).
22. Zanobetti, A.; Schwartz, J.; Samoli, E.; Gryparis, A.; Touloumi, G.; Peacock, J.; Anderson, R.H.; Le Tertre, A.; Bobros, J.; Celko, M.;

et al. The temporal pattern of respiratory and heart disease mortality in response to air pollution. Environ. Heal. Perspect. 2003,
111, 1188–1193. [CrossRef]

23. Clougherty, J.E.; Kubzansky, L.D. A Framework for Examining Social Stress and Susceptibility to Air Pollution in Respiratory
Health. Environ. Heal. Perspect. 2009, 117, 1351–1358. [CrossRef]

24. Matlab, Statistics and Machine Learning Toolbox, Users’ Guide. 2020. Available online: https://it.mathworks.com/help/stats/
(accessed on 1 March 2020).

25. Matlab, Statistics and Machine Learning Toolbox, Release Notes. 2020. Available online: https://it.mathworks.com/help/stats/
release-notes.html (accessed on 1 March 2020).

26. Song, X.; Wang, S.; Hu, Y.; Yue, M.; Zhang, T.; Liu, Y.; Tian, J.; Shang, K. Impact of ambient temperature on morbidity and
mortality: An overview of reviews. Sci. Total. Environ. 2017, 586, 241–254. [CrossRef]

27. Zhou, X.; Zhao, A.; Meng, X.; Chen, R.; Kuang, X.; Duan, X.; Kan, H. Acute effects of diurnal temperature range on mortality in 8
Chinese cities. Sci. Total. Environ. 2014, 493, 92–97. [CrossRef]

28. Guo, Y.; Li, S.; Liu, D.L.; Chen, N.; Williams, G.M.; Tong, S. Projecting future temperature-related mortality in three largest
Australian cities. Environ. Pollut. 2016, 208, 66–73. [CrossRef] [PubMed]

http://doi.org/10.1002/2013MS000266
http://doi.org/10.1002/2013MS000265
http://doi.org/10.1175/1520-0469(1977)034&lt;1149:TIOPOT&gt;2.0.CO;2
http://doi.org/10.1126/science.245.4923.1227
http://doi.org/10.1016/j.gloenvcha.2006.02.004
http://doi.org/10.3390/su10041082
http://doi.org/10.1016/S0140-6736(03)15261-0
http://doi.org/10.1186/s13033-018-0210-6
http://doi.org/10.1029/2005JD006713
http://doi.org/10.1289/ehp.1002060
http://doi.org/10.1289/ehp.01109155
http://www.ncbi.nlm.nih.gov/pubmed/11266326
http://doi.org/10.3402/tellusa.v57i3.14658G.A
http://doi.org/10.1098/rsta.2007.2076
http://www.ncbi.nlm.nih.gov/pubmed/17569654
http://doi.org/10.1186/s12940-015-0071-2
http://www.ncbi.nlm.nih.gov/pubmed/26537962
http://doi.org/10.7930/J0Z31WJ2
http://doi.org/10.7930/J0R49NQX
http://doi.org/10.1289/ehp.9710584
http://www.ncbi.nlm.nih.gov/pubmed/9074886
http://doi.org/10.1007/s10584-008-9441-x
https://data.giss.nasa.gov/modelE/efficacy/
https://apps.who.int/healthinfo/statistics/mortality/whodpms/
http://doi.org/10.1289/ehp.5712
http://doi.org/10.1289/ehp.0900612
https://it.mathworks.com/help/stats/
https://it.mathworks.com/help/stats/release-notes.html
https://it.mathworks.com/help/stats/release-notes.html
http://doi.org/10.1016/j.scitotenv.2017.01.212
http://doi.org/10.1016/j.scitotenv.2014.05.116
http://doi.org/10.1016/j.envpol.2015.09.041
http://www.ncbi.nlm.nih.gov/pubmed/26475058

	Introduction 
	Materials and Methods 
	Results 
	Analysis with Neural Networks 
	Analysis with Regression Learner (Machine Learning App in MATLAB) 
	Assumption About Future Trends 

	Discussion 
	Conclusions 
	References

