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Abstract: The present study provides an assessment of the climate variability at a subnational scale,
focusing on the case of the Apulia region, in Southeastern Italy. The variables considered for the
purpose of a trend analysis were the minimum, maximum, and mean temperatures, and reference
evapotranspiration. These are very important in an urban–rural planning context. The study was
based on 38 monitoring stations and consisted in the application of the nonparametric Mann–Kendall
test and a progressive trend analysis, both used to detect the changes. The 1950–2003 period was
investigated on seasonal and annual scales. The results generally showed a warming process and an
acceleration of the atmospheric evaporative demand which took place especially since the mid-1970s.
The latter had a significant positive trend, while the period before the break point of the 70s had a
cooling effect. Finally, the warming effect was more pronounced for minimum temperatures.

Keywords: climate variability; evapotranspiration; Mann–Kendall test; seasonality; urban-rural
policies; trend analysis

1. Introduction

The climate system and their associated variables are very complex. In the last three decades,
many studies have addressed the issue of climate evolution under anthropic pressure [1]. An increase
of the annual mean global temperature and changes of other climate parameters have been observed in
the last century [2–5]. In fact, many papers particularly concern global climate modelling and the recent
warming due to human activity. In particular, the fifth Assessment Report of the Intergovernmental
Panel on Climate Change ascribed the dominant cause of the recent warming to human influence [6,7].
The overall effect of human activities on climate since the start of the industrial era has had a warming
influence [8] especially in urban areas, leading to the Urban Heat Island (UHI) phenomena [9–11].
However, warming is variable in different seasons or in different locations. Instrumental observations
show that temperatures at the surface have risen globally, with important regional variations [12].
Since 1880, average temperatures have increased by 0.8 ◦C around the world, much of this in recent
decades. The 20th century’s last two decades were the hottest in 400 years. The United Nations’ IPCC
reports that 11 of the past 12 years are among the warmest dozen since 1850. In addition, minimum
temperatures increased about twice as fast as maximum temperatures over global land areas since
1950, resulting in a broad decline in the diurnal temperature range [13–15].
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Italy is located in the middle of the Mediterranean region and has been identified as one of the
most sensitive areas to greenhouse gas (GHG)-induced global warming [16,17]. The local climate
change is very different in various areas of the country because of the high variety of the topographic
and geographical features. In Southern Italy, a temperature increase seems to prevail, especially since
about 1980 [18].

In recent years, many studies were carried out concerning the estimation of actual and
reference evapotranspiration based on remote sensing analysis and in situ measurements.
Potential evapotranspiration is an important parameter for different applications in hydrological
modelling, irrigation, and environmental studies. Several methods for the estimation of potential
evapotranspiration are available in the literature, based on radiation or temperatures. Tegos et al. (2015)
presented a parametric method which implements spatially varying parameters calibrated on the basis
of potential evapotranspiration data [18–24]. Recently, landscape planning has been related to climate
change; in particular, the knowledge of variables, especially temperatures and evapotranspiration,
plays an important role in urban and rural planning policies [25–29]. Development plans should not be
rendered meaningless by a significant change in weather and climate behavior. Therefore, indications
of possible climatic variability and of increasingly frequent and serious extreme events in the context of
global climate change are necessary within the framework of agrometeorological services, in addition
to the application of other agrometeorological information. In fact, detailed observations and
monitoring, as well as the real-time dissemination of meteorological information, quantification
by remote sensing (radar and satellites), and derived indices and operational services are important for
tactical agrometeorological decisions in the short-term planning of agricultural operations at different
growth stages [30–35].

This study analyzed the weather climatic events in two temporal scales (1950–2003 and 1974–2003)
in order to define a detailed climatic overview and estimate potential variations at a local scale.
In particular, the aim of this study was to investigate the spatial–temporal variability of temperature
and to evaluate its impact on reference evapotranspiration in the Apulia region (Southern Italy).

Here, two time directions were considered: a direct progressive trend analysis and an inverse
progressive trend analysis.

• In the “direct time direction” case, 1950–1979 represents a common period for a 25 subseries
(selected period). The first subseries is 1950–1979, the second one is 1950–1980. By iteration,
the last subseries is 1950–2003.

• In the “inverse time direction” case, 1974–2003 represents a common period for a 25 subseries.
The first subseries is 1974–2003, the second one is 1973–2003. By iteration, the last subseries
is 1950–2003.

2. Study Area and Data

This study analyzed minimum and maximum monthly temperatures from 1950 to 2003 in 38 of
the 71 monitoring stations, managed by the hydrographic office of the Apulia region.

The Apulia region belongs to southeastern Italy and it is located approximately between
latitudes 39.75◦N and 41.9◦N and longitudes 14.9◦E and 18.5◦E. It is bordered by the Adriatic Sea
on the east, the Jonian Sea on the southeast, and the Strait of Òtranto and Gulf of Taranto on the
south. The region comprises 19,345 km2, and its population is about four million. Based on the
morphological, geological, and climatic aspects, the Apulia region is subdivided into eight landscapes:
Appennino Dauno, Rilievi del Gargano, Tavoliere delle Puglie, Fossa Bradanica, Murge, Grandi valli
terrazzate, Penisola salentina, and Arco ionico tarantino. The Apulia region is characterized by a
typically Mediterranean climate with mild winters and hot summers that are generally long and
dry [36].

In Figure 1, the density and the distribution of the monitoring stations are shown. In this case
study, only the stations with less than 15% of missing data were considered (38 stations).
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Figure 1. Distribution of the monitoring stations over the Apulia Region. 
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available for ETref. These methods range from the most complex energy balance equations requiring 
detailed climatological data (e.g., Penman–Monteith) [38] to simpler equations requiring limited 
data (e.g., Blaney–Criddle, Hargreaves–Samani) [24,39,40].  

In order to estimate the impact of temperature variability on reference evapotranspiration ETref, 
the Blaney–Criddle procedure was used. The Blaney–Criddle procedure is well known and has been 
used extensively in other scientific studies [40–43]. The usual form of the Blaney–Criddle equation 
converted to metric units is written as: 

ETref = p (0.46 Tm + 8.13)  
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3. Methods 

For trend detection, the nonparametric Mann–Kendall test [44,45] and the linear regression 
model (least-squares linear fitting models) for the examination of trends significance were used. The 
coefficient of determination (R2) from the least-squares linear fitting model (known as the linear 
regression model) was used to evaluate the trend linearity of the time series, while the coefficient 
value of the same model represents the trend magnitude, given in term of units per decade. In order 
to highlight temperature seasonality, the analysis was carried out considering the entire period 
(1950–2003) and the last three decades (1974–1983; 1984–1993; 1994–2003).  

The Mann–Kendall test for trend detection is a simple and robust method, widely used in 
hydrometeorological time series such as precipitation, temperature, and stream flow [46–52]. The 
Mann–Kendall test determines whether the observations in the data tend to increase or decrease 
with time (this test is also referred to as Kendall’s tau when the x-axis is time). The null hypothesis 
for this test states that all observations are independent. On the other hand, the alternative 
hypothesis assumes that a monotonic trend, positive or negative, exists in the time series. In this 
analysis, the Mann–Kendall test is applied to detect if a trend in the temperature time series is 
statistically significant at 0.05 (95%), 0.01 (99%), and 0.1 (90%) significant levels (confidence 
intervals) for a two-sided probability. The Mann–Kendall test, however, does not provide an 
estimate of the magnitude of the trend. Moreover, the Mann–Kendall test is widely used because it is 
a distribution-free test. It has the advantage of not making hypotheses on the distribution function of 

Figure 1. Distribution of the monitoring stations over the Apulia Region.

In this study, the investigated parameters were: maximum temperature (Tmax), minimum
temperature (Tmin), mean temperature (Tm), and reference evapotranspiration (ETref). ETref is the
standardized reference for clipped grass (ETo) or alfalfa (ETr) surfaces [37]. Various methods are
available for ETref. These methods range from the most complex energy balance equations requiring
detailed climatological data (e.g., Penman–Monteith) [38] to simpler equations requiring limited data
(e.g., Blaney–Criddle, Hargreaves–Samani) [24,39,40].

In order to estimate the impact of temperature variability on reference evapotranspiration ETref,
the Blaney–Criddle procedure was used. The Blaney–Criddle procedure is well known and has been
used extensively in other scientific studies [40–43]. The usual form of the Blaney–Criddle equation
converted to metric units is written as:

ETref = p (0.46 Tm + 8.13)

where ETref is the reference crop of clipped grass evapotranspiration (in mm/day), Tm is the average
temperature over the period (in ◦C), and p is the mean daily percentage of annual daytime hours.

3. Methods

For trend detection, the nonparametric Mann–Kendall test [44,45] and the linear regression model
(least-squares linear fitting models) for the examination of trends significance were used. The coefficient
of determination (R2) from the least-squares linear fitting model (known as the linear regression model)
was used to evaluate the trend linearity of the time series, while the coefficient value of the same model
represents the trend magnitude, given in term of units per decade. In order to highlight temperature
seasonality, the analysis was carried out considering the entire period (1950–2003) and the last three
decades (1974–1983; 1984–1993; 1994–2003).

The Mann–Kendall test for trend detection is a simple and robust method, widely used
in hydrometeorological time series such as precipitation, temperature, and stream flow [46–52].
The Mann–Kendall test determines whether the observations in the data tend to increase or decrease
with time (this test is also referred to as Kendall’s tau when the x-axis is time). The null hypothesis for
this test states that all observations are independent. On the other hand, the alternative hypothesis
assumes that a monotonic trend, positive or negative, exists in the time series. In this analysis,
the Mann–Kendall test is applied to detect if a trend in the temperature time series is statistically
significant at 0.05 (95%), 0.01 (99%), and 0.1 (90%) significant levels (confidence intervals) for a
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two-sided probability. The Mann–Kendall test, however, does not provide an estimate of the magnitude
of the trend. Moreover, the Mann–Kendall test is widely used because it is a distribution-free test.
It has the advantage of not making hypotheses on the distribution function of the data. In this way,
the results of the test are less influenced by the occurrence of outliers. It is therefore more suitable for
detecting trends in hydrological time series, which are usually skewed and may be contaminated with
outliers [48,53].

Climate change can be detected by the Kendall coefficient t (Mann test), and when a time series
shows a significant trend, the period from which the trend is demonstrated can be obtained effectively
by this test. In a time series, for each element yi, the number ni of elements yj preceding it (i > j) is
calculated such that yi > yj. The test statistic t is then given by:

t = ∑
i

ni

and is distributed very nearly as a Gaussian normal distribution with an expected value of
E(t) = n(n − 1)/4 and a variance of var t = n(n − 1)(2n + 5)/72. A trend can be seen for high values of
|u(t)|, where

u(t) = [t− E(t)]/
√

var t

This principle can be usefully extended to the backward series, and u′i = −u
(
t′i
)

can be obtained.
The intersection of the u(t) and u′(t) curves denotes approximately the beginning of the trend. This is
called the sequential version of the Mann–Kendall test [54–58].

For each confidence level, four significant classes were identified:

• NSNT: Non-Significant Negative Trend;
• SNT: Significant Negative Trend;
• NSPT: Non-Significant Positive Trend;
• SPT: Significant Positive Trend.

A progressive trend analysis was performed in order to highlight variations inside the overall
period [58–60].

Annual and seasonal time scales were used for temperature analysis. In addition, two periods
were analyzed: the entire period 1950–2003 and the last three decades (1974–1983; 1984–1993;
1994–2003). A progressive trend analysis was performed also in order to put in evidence the
dependence of the trend on the selected period (30 years minimum) which is called a subseries.
Furthermore, two directions were considered: direct progressive trend analysis and inverse progressive
trend analysis. For the first direction, the subseries of 1979 which refers to 1950–1979 was considered
the first one. The next subseries was 1980 (period 1950–1980). Therefore, the last subseries was
2003 and it referred to the entire period 1950–2003. For the second direction, 1974–2003 was considered
a common period represented by 1974 and it was the first subseries to be analyzed. By going back in
time, 1973 was the second subseries analyzed which referred to 1973–2003, and the last subseries was
1950–2003, represented by 1950. Consequently, the first set of subseries put in evidence the impact of
the last 25 years of the covered period on the trend, whereas the second set analyzed the influence of
the first 25 years of the covered period. The impact was studied, in fact, year by year.

4. Results and Discussion

The seasonal scale in the second half of the 20th century (1950–2003) was analyzed. A positive
trend in the annual scale for mean temperatures in the overall period was shown in 92% of the
examined stations. The maximum percentage of stations that showed a negative trend was observed
in summer (26.3%). Considering a confidence level of 95%, the results showed the predominance of
the NSPT class and a quite high percentage of the SPT class, as shown in Figure 2a. Only 2.6% of the
stations showed an SNT class.



Sustainability 2017, 9, 2337 5 of 15

Similar results at 1% significance level showed a zero percentage of the SNT class on a seasonal
scale and again 2.6% on the annual scale.

Regarding the last three decades of the entire period, all stations (100%) showed an evident
warming process in terms of Tm. Furthermore, they were dominated by the SPT class. The percentages
remained high for most of the stations even at 1% significance level, especially in summer (about
87% of the stations).

Regarding the entire period, the warming process was more related to minimum temperatures
in the study area (Figure 2b,c), while maximum temperature trends were not evident (almost equal
percentages of the positive and negative trends). However, during the last three decades, both Tmax
and Tmin significantly participated in the warming.
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The average trends obtained by a linear regression analysis in the study area are summarized
in Table 1 (◦C/decade). In addition, it was possible to show the dominance of the SPT class during
the last three decades in the seasonal trend magnitudes, but less in the winter season. In particular,
in terms of Tm, the summer season showed an average trend of 0.91◦C/decade. These trends were
much higher than the trend magnitudes of the overall period.

Table 1. Average trends in the study area (◦C/decade).

1950–2003 1974–2003

Tmax Tmin Tm Tmax Tmin Tm

Annual −0.01 ± 0.07 +0.25 ± 0.06 *** +0.11 ± 0.04 +0.52 ± 0.07 *** +0.52 ± 0.09 *** +0.52 ± 0.07 ***
Winter +0.02 ± 0.05 +0.19 ± 0.07 *** +0.11 ± 0.04 ** +0.23 ± 0.08 * +0.15 ± 0.09 +0.19 ± 0.08 *
Spring +0.00 ± 0.07 +0.26 ± 0.06 *** +0.14 ± 0.04 * +0.54 ± 0.08 *** +0.44 ± 0.09 ** +0.49 ± 0.08 **

Summer −0.06 ± 0.10 +0.29 ± 0.05 *** +0.12 ± 0.05 +0.90 ± 0.09 *** +0.92 ± 0.11 *** +0.91 ± 0.08 ***
Autumn −0.04 ± 0.06 +0.21 ± 0.06 *** +0.08 ± 0.04 +0.41 ± 0.08 ** +0.53 ± 0.09 *** +0.46 ± 0.07 ***

Significance levels: *** <1%; ** 1–5%; * 5–10%.

Therefore, it is possible to note again the effect of climate on Tmin: on the overall period,
all average trends were significant at a 99% confidence level; on the contrary, trend magnitudes of
Tmax were not significant and were close to zero ◦C/decade.

In order to detect any eventual spatial pattern of the changes in the study area, the Geographic
Information System (GIS) was used. A GIS is a computer tool permitting to represent and to analyze
all geographical objects as well as all events that produce them. A GIS permits the storage of the
information concerning the world under the shape of thematic layers bound to one another by
geography [61].

In particular, the interpolation scheme using the leave-one-out cross-validation method with the
measured temperature data in 38 meteorological stations was used. The interpolation scheme used the
inverse distance weighting (IDW). The IDW method is one of the most frequently used deterministic
models in spatial interpolation because it has been implemented in many GIS packages. The general
premise of this method is that the attribute values of any given pair of points are related to each other,
but their similarity is inversely related to the distance between the two locations [62].

In Figure 3, the spatial interpolation of the Tm trend magnitude on a seasonal scale is shown.
In addition to the evident warming, a clear spatial pattern was observed during the last three decades.

The temperatures illustrated a nonlinear trend for the overall period and in all stations, as shown
in Table 2 by the average determination coefficient (R2) of the linear regression model, whereas, in the
last three decades, R2 was quite high especially for the summer season in the 1974–2003 period.

Table 2. Temperatures average determination coefficient.

1950–2003 1974–2003

Tmax Tmin Tm Tmax Tmin Tm

Annual +0.10 ± 0.03 +0.23 ± 0.06 +0.10 ± 0.03 +0.29 ± 0.05 +0.37 ± 0.07 +0.34 ± 0.06
Winter +0.05 ± 0.02 +0.13 ± 0.04 +0.06 ± 0.02 +0.11 ± 0.03 +0.09 ± 0.03 +0.09 ± 0.03
Spring +0.06 ± 0.02 +0.18 ± 0.05 +0.07 ± 0.02 +0.14 ± 0.03 +0.16 ± 0.04 +0.16 ± 0.03

Summer +0.09 ± 0.03 +0.17 ± 0.04 +0.07 ± 0.02 +0.34 ± 0.04 +0.45 ± 0.05 +0.41 ± 0.04
Autumn +0.06 ± 0.02 +0.11 ± 0.04 +0.04 ± 0.01 +0.13 ± 0.03 +0.19 ± 0.04 +0.15 ± 0.03
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Figure 3. Spatial interpolation of the trend in ◦C/decade on a seasonal scale: the mean temperature.

In accordance to the nonlinear trend, the significance and magnitude trends, which depend on
the selected period of analysis, were shown.

In order to effectively highlight the trend dependency on the selected period, a progressive trend
analysis was performed on the average of the time series. The results are shown in Figures 4 and 5
which demonstrate that the observed positive trend of Tm in the study area (Figure 4a) was determined
by the last five years (1998 to 2003). Furthermore, warming was generally due to Tmin (Figure 5).
In fact, the Tmin trend was generally positive, with some exception in the summer and autumn seasons
(Figure 5c,d).
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Figure 4. Progressive trend analysis of the average mean temperature.

For direct time direction (Figure 4a), the subseries of 1979, which refers to 1950–1979,
was considered as the first one. The next subseries was 1980, referring to the 1950–1980 period.
Therefore, the last subseries was 2003 and it referred to the 1950–2003 period.

For inverse time direction (Figure 4b), the subseries of 1974, which referred to 1974–2003,
was considered as the first one. The next subseries was 1973, referring to the 1973–2003 period.
Therefore, the last subseries was 1950 and it referred to the 1950–2003 period.
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Figure 5. Progressive trend analysis of the average maximum and minimum temperatures
(Tmax; Tmin).

Moreover, in terms of trend significance, the reference evapotranspiration followed the same
behavior and direction in a similar way as the mean temperature; this was due to the high correlation
between them. Indeed, as shown in Figure 6, a significant acceleration of the atmospheric evaporative
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demand was observed especially during the last three decades, in particular in the summer and spring
seasons. A particular relevance of the significant positive trend of ETref was observed for most of the
stations (about 87%) in the summer season, even at a 99% confidence level (Figure 6).Sustainability 2017, 9, 2337  10 of 15 
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Figure 6. Trend significance at a 99% confidence level of the reference evapotranspiration.

The average magnitude and significance trends are presented in Table 3. These trends, expressed
in mm/decade, must be multiplied by 10 to get the equivalent trend in m3/ha. In terms of trend
significance, the reference evapotranspiration followed the same behavior and direction as the mean
temperature, with a much higher trend than the trend magnitudes of the entire period at the annual
time scale in the summer season during the last three decades.

Table 3. Trend magnitude and significance of reference evapotranspiration.

Average Trend

(mm/Decade) Annual Winter Spring Summer Autumn

1950–2003 +3.5 ± 1.2 +0.4 ± 0.2 ** +1.3 ± 0.4 * +1.4 ± 0.0 +0.3 ± 0.2
1974–2003 +18.6 ± 2.2 *** +0.8 ± 0.3 +4.9 ± 0.7 ** 10.8 ± 1.0 *** 2.1 ± 0.4 **

Significance levels: *** <1%; ** 1–5%; * 5–10%.

The reference evapotranspiration trend was not linear and, therefore, depended on the selected
period of analysis. In fact, as shown in Figure 7, the solid black lines represent the five-year moving
average curves of the series. The results were presented in terms of ETref anomalies with respect to the
1961–1990 base period.

The impact of the warming process in terms of magnitude of ETref was not important in the overall
period. However, the impact was more evident during the last three decades, especially in the summer
season and on the annual scale. Considering the similarity between the Tm and ETref behaviors,
the period between 1950 and 1980 had a cooling effect especially on the annual scale (Figure 7e) in the
summer season (Figure 7c).
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5. Conclusions

In accordance to the results obtained by several studies [14,18,60], the present study confirms
that the changes in climate were more pronounced in the patterns of the minimum temperature.
Furthermore, since the 1970s, a break period has occurred at an increasing rate. Nevertheless, trend
magnitudes in the study area during the last three decades were approximately double the global
trend magnitude found by Trenberth et al. [14] in the 1979–2004 period.

The results showed a seasonal warming that was observed starting from the mid-1970s, which was
significant at least at a 90% confidence level. In particular, the trend in summer was highly
significant (<1%) with a trend magnitude of 0.91 ± 0.08 ◦C/decade. The average annual trend
was 0.52 ± 0.07 ◦C/decade; on the contrary, the period before the end of 1980 showed a cooling effect.

Trend magnitude and significance strongly depended on the selected period as demonstrated by
the progressive trend analysis. Considering the entire period, the last five years (1998 to 2003) showed
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a major significance in the trend, and the negative trend was presented for all seasons on the annual
scale. Thus, trends were highly influenced by the last five years of the covered period.

It is possible to admit that the evident warming process, in terms of average temperatures,
shown in all stations for the last three decades was different compared with the entire period,
where there were no evident climate changes. This could be due to the limited data available in
the three analyzed decades in the 1950–2003 period.

The impact on reference evapotranspiration was evident if the last three decades were considered.
In particular, it was highly significant (<1%) in the summer (10.8 ± 1.0 mm/decade) and on the annual
scale (18.6 ± 2.2 mm/decade).

The next studies will focus on an extension of the analyzed time period in order to determine
whether the tendencies identified in this paper were confirmed in the successive decade.
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