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Abstract

An in-house developed, 2D/3D unstructured CFD solver has been extended to deal with a mixture of
thermally perfect gases in chemical non-equilibrium. The Euler equations have been coupled with a state-
to-state kinetic model for argon plasma. The spatial discretization uses compact stencil Residual Distribu-
tion Schemes and shock waves can be modelled using either shock-capturing or shock-fitting. Promising
results have been obtained using the shock-fitting approachfor a 2D hypersonic flow past the fore-body of
a circular cylinder.

1. INTRODUCTION

Modern CFD tools used in the aero-thermodynamic design and analysis of space re-entry vehicles rely upon the use of
unstructured meshes: NASA’s FUN3D and DLR’s TAU codes are two such examples. On the one hand, unstructured-
grid codes offer greater flexibility than structured-grid ones in tackling complex geometries and allow to automatically
adapt the mesh to the local flow features. On the other hand, the strong shocks that characterise the hypersonic regime
challenge the capability of unstructured codes to deliver accurate results much more than it happens to be the case with
their structured-grid counterpart. Stagnation point anomalies [Gno07] are the most notable trouble into which state-
of-the-art unstructured grid codes incur. These deficiencies have led to either look for better (e.g. mesh-independent)
discretization schemes [Gno06, SK13] or to the use of locally prismatic grids (which mimic structured grids) around the
shocks [CBD+07]. The latter approach complicates the mesh generation task and is unlikely to be applicable wherever
complex shock interactions occur; the quest for better discretization schemes seems to be hindered by intrinsic limita-
tions in the shock-capturing approach, in particular the existence of an inner shock structure that is a purely numerical
artefact. The aforementioned limitations manifest themselves through the reduction of the order of accuracy that is ob-
served [CC99] within the entire shock-downstream region when shock-capturing codes are used.

We believe that it may pay off to undertake a more radical approach and revive the shock-fitting ideas within the
unstructured-grid framework.

Shock-fitting discretizations based on the so-called “boundary” variant of the technique have been in use until the mid
90s [MWP94, Men95] to simulate supersonic and hypersonic flows: only the strong bow shock was fitted and made to
coincide with the upstream boundary of a structured mesh; all other shocks were captured. The “floating” variant of the
shock-fitting technique, although more versatile since it allows to fit also the embedded shocks, is algorithmically complex,
so that only a few three-dimensional calculations have beenreported in the literature [YK82]. Recent applications of the
“boundary” shock-fitting technique in conjunction with high-order schemes on structured meshes have been reported
in [PPWZ11], where it is used to perform DNS of compressible turbulence in chemical and thermal non-equilibrium
conditions.



In recent years, some of the authors have developed an unstructured, shock-fitting algorithm that has been applied to the
simulation of steady inviscid flows of a perfect gas in both two [PB09] and three spatial dimensions [BGPS13]. This
unstructured version of the shock-fitting technique combines features of both the “boundary” and “floating” variants that
had been proposed in the structured grid setting: it therefore allows not only to fit the bow shock, but also the embedded
shocks. Moreover, the geometrical flexibility offered by the use of unstructured triangular and tetrahedral meshes allows
to deal much more properly with interacting shock [IBPS10, PB11] than it was possible in the structured-grid context.

In this paper we describe a joint effort with colleagues froman Italian world-class team working on plasma physics, aimed
at including non-equilibrium effects in the unstructured shock-capturing and shock-fitting codes.

2. GOVERNING EQUATIONS

Given a control volumeCi, fixed in space and bounded by the control surface∂Ci with inward1 normaln, the integral
form of the governing conservation laws of mass, linear momentum and energy for an arbitrary mixture of thermally
perfect gases in chemical non-equilibrium has the form:

∫

Ci

∂U

∂t
dV =

∮

∂Ci

F · n dS +

∫

Ci

S dV (1)

whereF is the inviscid flux vector andS the chemical source term:

F =

(

ρiu
ρuH

ρuu+ p Id×d

)

, S =

(

Si

0
0

)

. (2)

In Eq. (2) Id×d is the unit matrix of orderd, whered is equal to 2 for two-dimensional (2D) flows and 3 for three-
dimensional (3D) flows. The vector of conservative variables is U = (ρi, ρE, ρu)

t. The standard notation for the
kinematic and thermodynamic variables is adopted: the symbol u denotes the flow velocity,ρ the total density,αi = ρi/ρ
is the concentration of theith species andρi the corresponding density,p the static pressure,T the temperature,E and
H the specific total internal energy and enthalpy, respectively. In this work a state-to-state approach is considered, then
each internal energy level is convected as a single chemicalspecies, so that a continuity equation must be used for each
internal state that is accounted for in the chemical model [DCC03].

At high temperatures, the effects of the intermolecular forces on particles motion can be neglected, so that it is possible
to consider a mixture of thermally perfect gases [And06], inwhich case the equation of state is given by Dalton’s law:

p =

Ns
∑

i=1

ρiRiT = ρRT (3)

whereT is the mixture temperature,Ri is the specific gas constant of theith chemical species,R =
∑Ns

i=1
αiRi the

specific gas constant of the mixture andNs the number of species. The total internal energyE = e + u·u

2
is the sum of

the kinetic energy and the mixture internal energy:

e =

Ns
∑

i=1

αi ei(T ) (4)

whereei(T ) is the internal energy of theith chemical species.

For high temperature flows it is not possible to neglect the electronic, vibrational and rotational energy excitation, so
that it is not possible to assume that the gas is calorically perfect. Internal energy is given by the sum of a translational
contributioneti, a contribution due to excitation of the internal energy modeseii and the formation enthalpyhf

i [VK65]:

ei = eti + eii + hf
i . (5)

Since the translational energy is assumed to be completely excited, the translational energy reads:

eti(T ) =
3

2
RiT (6)

1The use of inward normals is a convention in use since the early developments of this class of schemes.



while the internal energy can be sub-divided into three contributions: rotational(r), electronic(s) and vibrational(v):

eii = eri + eei + evi . (7)

Concerning the atomic species, the rotational and vibrational energy is zero, so that the internal energy is only due to the
electronic energy. Expressions for internal energy contributions are given by statistical mechanics [LL80], [CCD12].

In a state-to-state model, the internal energy of the monoatomic species is only given by the sum of the translational energy
eti and formation enthalpyhf

i , since the excited electronic levels are convected as single chemical species [DCC03, KC11]:

ei(T ) =
3

2
RiT + hf

i (8)

The Atomic distribution function (ADF) can be obtained in each point in space, considering the molar densities of each
electronic excited species.

Chemical source termsSi in Eq. (1) are given by the law of mass action [VK65]:

Si = Mi

Nr
∑

r=1

(

ν
′′

ir − ν
′
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)

ξ̇r (9)

where:
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In Eq. (10)kfr andkbr are the forward and backward reaction rates andν
′

ir andν
′′

ir are the stoichiometric coefficients for
the products and reagents. Reaction rates depend upon the chosen collisional model [CCD12].

3. REDUCED STATE-TO-STATE MODEL FOR AN ARGON PLASMA

In this work we have considered a quasi-neutral argon plasma, i.e. the molar density of the positive particles is assumed
to be equal to the molar density of the negative particles.

A precise description of an argon plasma in non-equilibriumwould require a collisional-radiative model. This implies
that not only the chemical reactions between the various species should be accounted for, but also all possible transitions
between atomic electronic excited levels [Vlc89]. Furthermore, the energy distribution of the free electrons may follow
a non-Maxwellian distribution function. Due to the extremely high computational cost, this type of modelling cannot be
used in the context of a multidimensional CFD approach.

For an argon plasma, a good compromise is to consider a reduced number of electronic excited levels for the atomic
species. Another compromise is to use a Maxwellian electronic energy distribution function (EEDF) for the electrons,
which amounts to define a single temperature for the electrons (Te). Moreover, we have made the hypothesis of thermal
equilibrium between the electrons and the heavy particles,which amounts to use a single temperature model withTe = T .
In our model we take into account only three chemical species: the neutral atomsAr, the positive ionsAr+ and the
electronse−. Following [CC03], we consider a two-levels system for the neutral atom, with the ground stateAr0 and the
4s metastable stateAr∗, while we consider only the ground state for the positive ionAr+. Chemical species are reported
in table 1. We include metastable argon atoms since ionisation of the excited atoms is caused by collision with particles
of lower energies, so that the role of excitation and ionisation from metastable state cannot be neglected.

Table 1. Chemical species considered in the model

Chemical Species Symbol Formation energy (eV) Statisticalweight
Ground Ar0 0.0 1

Metastable Ar∗ 11.55 6
Positive Ion Ar+ 15.76 1

Electron e− 0.0 0



Table 2. Chemical processes considered in the model

Description Electron-Atom (e-A) Atom-Atom (A-A)
Ionization fromAr0 Ar0 + e− ⇀↽ Ar+ + e− + e− Ar0 +Ar0 ⇀↽ Ar+ + e− +Ar0

Excitation Ar0 + e− ⇀↽ Ar∗ + e− Ar0 +Ar0 ⇀↽ Ar∗ +Ar0

Ionization fromAr∗ Ar∗ + e− ⇀↽ Ar+ + e− + e− Ar∗ +Ar0 ⇀↽ Ar+ + e− +Ar0

As shown in Tab. 2, the chemical processes we account for are:electron-atom and atom-atom ionization (recombination)
and electronic excitation (de-excitation). Photoionisation and photo-recombination are not included in the model, since
their contribution is negligible compared to electronic and atomic processes [ZR67].

Both the forward and backward rate coefficients of the electron-atom processes have been computed for different values of
the electron temperature, integrating the cross section over the corresponding Maxwellian EEDF. These rate coefficients
have been fitted to reduce the computational cost.

The forward rate coefficients for the atom-atom processes have been taken from [BG78, Vlc89]:

kfr = bp
√

T (εpq + 2kT )e−εpq/kBT . (11)

wherekB is the Boltzmann constant,εpq is the difference between the formation energies of the chemical species involved
in the reaction andbp is a coefficient depending on the chemical process.

Concerning the atom impact processes, the backward rate coefficients have been obtained using the detailed balance
principle:

kbr =
kfr
Keqr

(12)

The equilibrium constantsKeqr that appear in Eq. (12) are easy to compute once the ionization equilibrium constantKI
eq

is known [CCD12]:

KI
eq =

[Ar+][e−]

[Ar]
=

[Ar+][e−]

[Ar0] + [Ar∗]
(13)

In Eq. (13) the concentrations are those at equilibrium and the equilibrium constantKI
eq has been directly computed from

the complete partition functions ofAr andAr+ and then fitted as a function of the temperatureT .

4. NUMERICAL METHOD

In the next two paragraphs the shock-capturing code and the shock-fitting algorithm that have been used in this study will
be briefly described. The shock-capturing discretization will be presented first, since it is also used in the shock-fitting
approach to solve the governing PDEs in the smooth regions ofthe flow-field.

4.1. Shock-capturing

Theeulfs code is an in-house, unstructured CFD solver that has been developed over the last fifteen years; see [Bon00]
for a detailed description of its basic features. It relies on Fluctuation Splitting (FS), or Residual Distribution [DPSR93,
vdWDID99, Abg06] schemes for the spatial discretisation. Inthe FS approach the dependent variables are stored at the
vertices of the computational mesh which is made up of triangles in the 2D space, and tetrahedra in 3D and are assumed
to vary linearly and continuously in space. The inviscid fluxbalanceΦe (also referred to as the cell residual or cell
fluctuation) is evaluated over each triangular/tetrahedral elemente by means of a conservative linearisation [DvdW99]
based on the parameter vector:Z =

√
ρ (αk, H,u)

T , k = 1, .., Ns and scattered to the element vertices using signals
Φe

i , see Fig. 1(a). Within a celle, the signals have to sum up to the net flux for conservation:
∑

i∈e Φ
e
i = Φe.

The nodal residual is then assembled by collecting fractionsΦe
i of the net fluxesΦe associated with all the elements by

which the nodei is surrounded, as schematically shown in Fig. 1(b).

The various FS schemes proposed in the literature differ by the way cell residuals are split into signals. It is possible
to construct schemes that depend linearly upon the solution(when solving a linear PDE) and are either monotonicity
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Figure 1. Residual distribution concept.

preserving, but limited to first order of accuracy, which is the case of the N scheme, or, if second order accurate, may lead
to oscillatory behaviour in the neighbourhood of a captureddiscontinuity, which is the case of the LDA scheme. A non-
linear scheme which captures the discontinuities monotonically and preserves second order of accuracy in smooth regions
of the flow-field can be constructed by using a solution-dependent weighting function which blends the linear N and LDA
schemes in such a way that the former scheme is activated onlyin the neighbourhood of the captured discontinuities
whereas the latter is used elsewhere.

Using a fluid, such as the four species Argon described in Sect. 3, in which all species have the same number of degrees of
freedom, the thermodynamic pressure is an homogeneous function of degree 2 in the components of the parameter vector;
as shown in [DvdW99], this circumstance allows to generalisein a straightforward manner to chemical non-equilibrium
flows the Roe-type conservative linearisation originally proposed in [DRS93] for a calorically perfect gas. With fluids
made of different kind of species (e.g. mono and diatomic), or when also thermal non-equilibrium is accounted for,
the conservative linearisation becomes more complex. Thiswas the reason for choosing an argon plasma in the early
development phase of the non-equilibrium CFD solver.

4.2. Shock-fitting

The unstructured shock-fitting algorithm consists of two key ingredients:i) a local re-meshing technique that constructs a
time-dependent mesh in which the fitted discontinuities areinternal boundaries of zero thickness andii ) an algorithm for
solving the Rankine-Hugoniot jump relations that providesthe Lagrangian velocity of the discontinuity and an updated
set of dependent variables within the downstream side of thefitted shock. More precisely, in two space dimensions
the fitted shock fronts are made of polygonal curves, i.e. a connected series of line segments (which we call the shock
edges) that join the shock points. Two sets of flow states, corresponding to the upstream and downstream sides of the
discontinuity, are assigned to each of the shock-points located on either side of the shock front. The downstream state
and the shock speed are computed according to the Rankine-Hugoniot jump relations and the fitted shock is allowed to
move throughout a background triangular mesh that covers the entire computational domain. At each time step, a local,
constrained Delaunay triangulation is applied in the neighbourhood of the shock front to ensure that the edges that make
up the shock front are also part of the triangular grid that covers the entire computational domain. This is what we refer
to as the “shock-fitting” grid, which differs from the background one only in the neighbourhood of the shock front. The
fitted shocks are treated as interior boundaries by the same shock-capturing code described in Sect. 4.1 which is used to
solve the discretised governing equations in the smooth regions of the flow-field.

Only minor changes are required in the shock-fitting algorithm to account for real gas effects. In particular, modeling the
bow shock as a partly dispersed shock wave [VK65], the concentration of the chemical species passes un-changed through
the bow shock.
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Figure 2. Flow in a converging-diverging nozzle: 2D and 3D geometries flooded by Mach number

5. NUMERICAL RESULTS

5.1. Flow in a converging-diverging nozzle

In order to validate the chemical model implemented within the eulfs code, results obtained from the 2D and 3D
simulation of the flow through a converging-diverging nozzle have been compared with those obtained using a Q1D code
developed at IMIP-CNR [CC01, CTG01]. In this reference code, the inviscid Q1D conservation equations are solved
using a space-marching algorithm and are coupled with state-to-state kinetics and Boltzmann equation for free electron
transport and the rates of electron collision processes areobtained by integrating the electron impact cross section over
the EEDF. Therefore, in order to make the code-to-code validation meaningful, it has been necessary to downgrade the
chemical model available in the IMIP-CNR code to make it identical to the one, described in Sect. 3, that has been
implemented within theeulfs CFD code. The analytical area distribution of the converging-diverging nozzle is given
in Tab. 2(a) whereas Tab. 2(b) shows the reservoir test conditions. In the 2D/3D simulations the total temperature, total
pressure and flow angles have been specified along the subsonic inlet section and the metastable argon concentration has
been set equal to that obtained considering a Boltzmann distribution for the electronic levels. The flow is supersonic
at the outflow section and thus requires no boundary condition there. Figure 2 shows the 2D and 3D geometries with
Mach iso-contours superimposed: the 2D grid is made of 4439 grid-points and 8447 triangles and the 3D grid is made of
28581 grid-points and 155667 tetrahedral cells. The 2D/3D simulations use the second order accurate LDA scheme for
the spatial discretization.

(a) Area distribution.

x area
−0.3 < x < 0.0 A(x) = 0.010 + 0.6x2

0.0 < x < 0.5 A(x) = 0.010 + 0.39x2 + 0.26x3

(b) Test conditions.

Physical quantity
Total pressure 105 Pa

Total temperature 5000 K
Ionisation degree 10−7

Table 3. Flow in a converging-diverging nozzle

Figure 3 shows a comparison of the area weighted distributions along the nozzle axis; data include: the molar fractions of



ions and metastable argon, static temperature and Mach number. The 2D and 3D results are superimposed, despite the fact
that the 2D grid is somewhat finer than the 3D one. The comparison between the 2D/3D calculations and the reference
Q1D calculation can also be considered satisfactory, giventhe different numerical models, inlet boundary conditionsand
grid resolutions being used and points to the correct implementation of the chemical model.
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Figure 3. Flow in a converging-diverging nozzle: distributions along the nozzle axis.

5.2. 2D hypersonic flow past the fore-body of a circular cylinder

Hypersonic flows over blunt bodies are characterised by strong non-equilibrium conditions. For an hypersonic flow in ar-
gon, ionisation and electronic excitation may significantly affect the macroscopic physical quantities, such as temperature
or Mach number, within the entire flow field surrounding the body.

In this work we have considered the 2D hypersonic flow past thefore-body of a circular cylinder in order to conduct a
comparative assessment of the predictive capabilities of the alternative shock-capturing and shock-fitting options available
in the unstructured solver.The grid used for the shock-capturing calculation and also as the background triangulation in
the shock-fitting calculation is made of 4723 nodes and 9097 elements; the shock-fitting grid at steady-state, which differs
from the background triangulation only in the neighbourhood of the fitted shock, has 5029 gridpoints and 9348 triangles.
In all calculations presented herein, the spatial discretization relies upon the first order accurate N scheme.



Free-stream conditions are given in Tab. 4: due to the low free-stream temperature, the shock-upstream flow is in equilib-
rium conditions and made only of neutral argon.

Table 4. Free-stream conditions
Physical quantity Free-stream Value

M∞ 11
p∞ 543.95Pa
T∞ 298.7K
u∞ 3536.28m/s

Figure 4 shows the static temperature (Fig. 4(a)) and Mach number (Fig. 4(b)) iso-contours computed by means of shock-
capturing (lower half of the frames) and shock-fitting (upper half). It is clear from the comparison between the two
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Figure 4. Comparison of shock capturing (S-C) and shock fitting (S-F) solutions.

sets of calculations that shock-fitting gives a much more realistic shock-thickness than does shock-capturing, without the
need to adapt the mesh in the shock-normal direction, as would be the case if mesh adaptation was used in conjunction
with the shock-capturing solver. The remarkable thicknessof the captured bow-shock is particularly evident in Fig. 5(a),
where symbols denote the intersections of the stagnation streamline (thex-axis) with the triangular grid. Even though the
shock-capturing solution recovers the “exact” post-shockstate, all those flow states that are inside the shock are a mere
numerical artifact that also affect the chemistry, as we shall describe later. Moreover, the better description of the bow
shock provided by shock-fitting has a clear, beneficial impact also on the smooth flow within the entire shock layer: both
the temperature and Mach iso-contours within the shock-downstream region are smoother in the shock-fitting solution
than they are in the shock-capturing one, see Fig. 4.

Finally, we observe that the chemical activity in the flow-field is the consequence of the temperature rise across the bow
shock; this is evident from Fig. 5(b), which shows the molar concentrations of metastable argon and argon ions along
the stagnation streamline, for both sets of calculations.It is interesting to observe how the different modeling practices,
capturing versus fitting, have also an impact upon the non-equilibrium chemistry within the shock-downstream region.
Indeed, since the captured shock is remarkably thick, in theshock-capturing calculation chemical reactions are activated
alreadyinsidethe shock, whereas they occur justbehindthe fitted shock in the shock-fitting solution. Due to the memory
effect of the non-equilibrium chemical model, the “artificial” chemical concentrations that are created inside the captured
shock are also felt downstream of the shock-wave, even beyond the spatial location, see Fig. 5(b), were both the shock-
capturing and shock-fitting solutions have reached the samepost-shock temperature. Therefore, the molar concentrations
computed by means of shock-capturing and shock-fitting differ behind the shock and the differences will eventually vanish
only further downstream.
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6. CONCLUSIONS

We have described the implementation of real gas, chemical non-equilibrium effects within an in-house developed, shock-
capturing CFD code which uses compact-stencil, fluctuationsplitting schemes on unstructured grids made of triangular
and tetrahedral elements.

In presence of shock waves, the CFD code can either capture the shock or be coupled with a newly developed, unstruc-
tured, shock-fitting algorithm which treats the discontinuities as moving boundaries that border regions of the flowfield
were a smooth solution to the governing PDEs exists. When operating in shock-fitting mode, the shock-capturing code is
only used to solve the smooth regions of the flow field and it is left to the shock-fitting algorithm to enforce the Rankine-
Hugoniot jump relations and preserve the species concentrations through the fitted shocks.

It has been numerically verified that fitting the shock waves provides a cleaner (compared to shock-capturing) description
of the shock and shock layer that are encountered in typical hypersonic configurations.

Future developments include the inclusion of fluids other than the argon plasma examined here and of thermal non-
equilibrium effects; these upgrades will in turn require the implementation of a more complex conservative linearization
than the one used up to now.
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