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Abstract

In this paper, we present a usability study aiming at assessing a visual language-based tool for developing adaptive

e-learning processes. The tool implements the adaptive self-consistent learning object SET (ASCLO-S) visual language, a

special case of flow diagrams, to be used by instructional designers to define classes of learners through stereotypes and to

specify the more suited adaptive learning process for each class of learners. The usability study is based on the combined

use of two techniques: a questionnaire-based survey and an empirical analysis. The survey has been used to achieve

feedbacks from the subjects’ point of view. In particular, it has been useful to capture the perceived usability of the

subjects. The outcomes show that both the proposed visual notation and the system prototype are suitable for instructional

designers with or without experience on the computer usage and on tools for defining e-learning processes. This result is

further confirmed by the empirical analysis we carried out by analysing the correlation between the effort to develop

adaptive e-learning processes and some measures suitable defined for those processes. Indeed, the empirical analysis

revealed that the effort required to model e-learning processes is not influenced by the experience of the instructional

designer with the use of e-learning tools, but it only depends on the size of the developed process.

r 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

The academic and industrial realities are propos-
ing several software tools supporting instructional
designers during the development of e-learning
processes delivered via the Web. Instructional

designers have to consider the structure of an
e-learning process in terms of didactic contents,
dependences, and assessment rules. In general,
the definition and the development of e-learning
processes are influenced by teaching domain,
knowledge presentation, and multimedia objects
enhancing the didactic contents [1–4].

Visual and diagrammatic representations have
been introduced to support instructional designers
during the development of learning processes [5–7].
As a matter of fact, visual languages play a central
role in several application domains as they are
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recognised to be important means for describing
and reasoning. Their employment generally im-
proves productivity of expert and non-expert users,
as they are easier to learn comparing to textual
languages [8,9]. However, this is not always true and
the usefulness of visual languages in a specific
domain needs to be assessed and verified [10]. Many
heuristics, guidelines, and techniques are provided
in the literature to assess the usability of software
systems and visual language-based tools [8–16].

In [17], the authors have presented the adaptive
self-consistent learning object SET (ASCLO-S)
visual language, a special case of flow diagrams
that can be used by instructional designers to define
adaptive e-learning processes. This language has
been implemented in a visual-based tool, named
ASCLO-S editor. The visual formalism and the tool
have been developed within an e-learning research
project carried out at University of Salerno aiming
at providing teachers and learners with an adaptive
context, which enables the development of didactic
contents considering self-expectations, satisfaction,
welfare, and diversities among learners. Let us note
that we decided of developing ASCLO-S editor
since commercial and academic tools providing the
needed functionalities were lacking. Successively,
the effectiveness of the ASCLO-S editor has been
assessed by comparing the tool with Macromedia
Authorware [18], a widely employed commercial
authoring tool. Then, before starting the experi-
mentation phase of the tool in the academic context,
it was crucial to carry out a usability study meant to
evaluate the efficacy of the ASCLO-S visual
language and the usefulness of the supporting tool.
In the present paper, we report on the results of this
usability study that is based on the combined use of
two techniques, namely a questionnaire-based
survey and an empirical analysis, and has been
carried out with a group of ten volunteers having
heterogeneous background and different teaching
experiences.

The survey has been used to achieve feedbacks on
the tool from the subjects’ point of view. It is based
on a questionnaire defined to capture usability
concerns of the visual notation and of the graphical
user interfaces of the ASCLO-S editor. To this end,
the questionnaire is composed of five categories:
subject experience, general evaluation, special judge-

ment, tool learning and usability, and information

grant. The analysis of the questionnaire has revealed
that the subjects have not manifested any kind of
listlessness and indifference but rather a good

satisfaction degree and the time spent to learn and
use the tool has been considered appropriate.
Moreover, the proposed visual notation and the
system prototype are considered suitable by instruc-
tional designers with or without experience on the
computer usage and on tools for defining e-learning
processes. This result has been further confirmed by
the empirical analysis we have carried out by
analysing the correlation between the effort to
develop adaptive e-learning processes and some
measures suitably defined for those processes, by
exploiting an ordinary least-squares (OLS) regres-
sion analysis [19]. The aim has been to identify the
factors that influence the effort to define and to
develop adaptive e-learning processes by using the
ASCLO-S editor. The empirical analysis has re-
vealed that the effort to model e-learning processes
depends on the size of the developed process, but it
is not influenced by the experience of the instruc-
tional designer with the use of e-learning tools. It is
worth pointing out that in the context of effort
estimation, OLS has been widely employed with
interesting results [20–22], while this technique has
not been adopted in the context of usability studies.

The remainder of the paper is organised as
follows. Section 2 presents related work. Section 3
describes the ASCLO-S visual language and the tool
implementing it, while the design of the usability
study is presented in Section 4. The results of the
survey and the empirical analysis are discussed in
Section 5. Final remarks and future work conclude
the paper.

2. Related work

In this section, we discuss related work, in
particular, other methods and tools proposed to
support the work of instructional designers, and the
approaches and empirical studies proposed in the
literature to assess the usability of e-learning
systems.

2.1. Methods and tools to support instructional

designers

Muraida and Spector [23] assert that there is ‘‘a
lack of instructional designer expertise, pressure for
increased productivity of designers, and the need to
standardise products and ensure the effectiveness of
product’’. Thus, tools supporting instruction design
during all the phases of the learning process
definition are desirable.
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Goodyear [24] views the instructional design
as falling within four main approaches. These
approaches allow the instructional designer to
generate e-learning activities from given specifica-
tions by means of tools supporting the design of
course structure, the selection of presentation
templates, the reuse of design elements, and the
coordination of activities accomplished by a design
team. The ASCLO-S editor effectively supports the
first three activities identified by Goodyear. In
particular, the analysed editor places great emphasis
on the course structure design and the reuse of
predefined presentation templates and previously
designed didactic activities. On the other hand, the
coordination of an instructional design team is a
management activity that is typically not supported
by authoring tools. Goodyear [25] also proposes an
approach for analysing and designing distance
courses that is divided into neat parts. The first
part of Goodyear’s approach resembles the work of
other people (outside education) who are interested
in the design of technology supporting the work of
information system designers, requirements engi-
neers, human factors specialists, and so on. The
second part is instead focused on the design of good
learning tasks exploiting traditional analysis and
design processes. Often, these tools are not able to
compensate for the lack of expertise of instructional
designers. Vrasidas [4] presents a system to develop
hypermedia as part of courses and learning envir-
onments delivered on the World Wide Web. The
proposed approach details the structuring of
information, branching and interactivity, user inter-
face, and navigation through Web-based distance
courses.

Differently from the approaches above, the
AIMS Project [26] describes a theoretical frame-
work in which the knowledge domain editing and
the course editing are distinguished. Differently,
from the approach supported by the ASCLO-S
editor, the instructional designer first constructs
the domain model in term of concepts and links
and then the didactic contents are embedded. Cloete
and Kotzé in [27] discuss the design of an authoring
tool to create interactive didactic contents. In
order to support non-technologist instructional
designers, this tool is developed considering the
usability as the most important requirement. This
tool does not integrate a visual environment to
design learning process and diversities among
learners are not considered in the creation of
interactive contents.

2.2. Assessing the usability of e-learning systems

Several usability evaluation techniques and guide-
lines are proposed in the literature aiming at
planning and realise usability studies [11–16]. For
examples, Ricks and Arnoldy [15] assert that all the
usability studies follow the same basic steps
although a wide variation of products can be
analysed (e.g. software applications, printers, web
sites, etc.). Generally, usability produces several
benefits [13,16] ranging from the reduction of the
training costs to the improvement of the user
satisfaction.

A crucial aspect for the success of e-learning
projects concerns the satisfaction degree that the
people perceive on the used e-learning systems.
Indeed, the less the system is usable, the more the
learner or the instructional designer spends to
master its functionalities [12]. Of course, it is
necessary to define usability attributes for e-learning
systems [1]. To do that it is necessary to dwell upon
the difference between learning management sys-
tems (LMSs) and authoring tools. An authoring
tool is a software system conceived to define
educational materials and/or e-learning processes
that are successively deployed in LMSs. LMSs are
integrated learning environments conceived to
deploy and enjoy educational materials. This
scenario highlights that LMSs, authoring tools,
and consequently educational materials should be
independently analysed, since for each of them
different attributes are considered as relevant. In the
context of usability of e-learning systems, some
studies are devoted to assess LMSs, authoring tools,
and didactic contents [1,28–31]. Only marginally
the usability of authoring tools is investigated
also because these tools are often developed for
instructional designers with specific knowledge of
e-learning systems.

Concerning the empirical studies, in the last years
many researches have been focussing on the
estimation of software development cost [32–35],
and different techniques have been employed and
compared with build prediction models [36–40].
These models are based on measures to gather
information about relevant aspects of software
products and then manage their development
process. The effectiveness of several metrics intro-
duced to predict the effort needed to design and
implement software systems has been assessed
in a lot of empirical studies [20,22,32–41]. On the
other hand, only few empirical analysis using
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consolidated modelling techniques are proposed to
assess the effort to develop didactic contents. Kapp
[42] proposes four strategies to obtain an accurate
estimate based on similar projects, formulas, bot-
tom up calculation, and industry standard. Bodnar
and Henry [43] describe the creation and the
validation of a suite of software metrics for multi-
media and didactic contents using metrics for
problem-oriented languages. In particular, these
metrics are applied to software projects developed
using Macromedia Authorware [18]. The authors
first interview the developers to point out the
metrics regarding the developed didactic contents,
and then the developed multimedia products are
subjectively validated by interviewing the developers
responsible for them. These proposals lack of an
empirical validation of the proposed metrics.

3. ASCLO-S editor

Distance courses are usually intended for hetero-
geneous groups of learners, who are often supported
only through asynchronous communication. Thus,
a personalisation of didactic contents should be
taken into account during their design since this is a
crucial aspect for an effective delivery of knowledge.
In this section, we describe the visual notation of the
ASCLO-S language [17], which has been conceived
to allow instructional designer to define e-learning
processes that adapt themselves to the learners’
background. The description of a meaningful
visual sentence, within the editor implementing
the ASCLO-S language (i.e. ASCLO-S editor),
concludes this section.

3.1. The visual notation

The ASCLO-S language is a flow diagram
extension. Using it, instructional designers can
define classes of learners and then specify for each
of them the more appropriate learning process.
Different levels of abstraction are provided by the
language, so that a learning process can be broken
down and structured into a hierarchy composed of
four granularity levels: ASCLO-S, ASCLO, knowl-

edge fragment, and raw contents. ASCLO-S is a
sentence of the ASCLO-S language and it is an
aggregation of adaptive self-consistent learning
objects (ASCLO). In particular, an ASCLO is
considered as a logical collection of knowledge
fragments and self-assessment tests. A knowledge
fragment is composed of raw contents, which are

textual or multimedia objects presented in linear
way. We define a learning process as one or more
knowledge fragments within an ASCLO arranged in
such a way that the knowledge is presented to the
learners considering him/her knowledge. Indeed, to
properly present the knowledge fragments to a given
learner the instructional designer identifies classes of
learners that could have benefit from the formative
offer. The number of classes of learners is also
chosen by the instructional designer.

Class of learners are characterised by a symbolic
name. Hence, to define an adaptive learning process
the instructional designer first associates the identi-
fied symbolic names with the defined learning process
and then binds learners’ stereotypes with the defined
symbolic names. More symbolic names can be
associated to an incoming or outgoing arrow.
Symbolic names include one or more stereotypes
and do not have stereotypes in common. The number
of stereotypes contained in each class of learners is
properly chosen by the instructional designer. The
learning process that will be presented to the learner
is the one with the symbolic name containing the
stereotype more similar to his/her profile.

Learners’ stereotypes and learners’ profiles are
represented as strings. For example, given an
ASCLO-S sentence composed by n ASCLOs and
let ASCLOi the ith ASCLO, a learner stereotype is
defined as follows:

LTASCLO1LTASCLO2 � � �LTASCLOnLTCG,

where the generic LTASCLOi is the linguistic term
representing the knowledge degree on the ith
ASCLO. On the other hand, LTCG is the linguistic
term representing the prior knowledge degree
before taking up the course. Four different linguistic
terms can be specified: Nk (no knowledge), Lk
(low knowledge), Mk (medium knowledge), and Hk
(high knowledge).

Fig. 1 shows the visual tokens of the ASCLO-S
language. An ASCLO is a composition of knowledge
fragments (Fig. 1A), transition elements (Fig. 1B),
self-assessment test (Fig. 1C), and joint/disjoint
symbols (Fig. 1D). Transition elements are labelled
using the symbolic name of a given learners’ class. On
the other hand, the self-assessment test symbol has to
be placed at the end of each ASCLO to update the
learner knowledge profile, on the basis of the test
results. The proposed language allows the instruc-
tional designer to highlight the ASCLOs using dotted
rectangles. Moreover, the instructional designers can
arrange ASCLOs that have strictly cohesive contents

ARTICLE IN PRESS
G. Costagliola et al. / Journal of Visual Languages and Computing 19 (2008) 721–737724



Author's personal copy

into swimlanes. The start and the stop markers
(Fig. 1E) are used to indicate the initial and final
states of each ASCLO. To indicate the initial and
final states of an ASCLO-S sentence the start and the
stop markers (Fig. 1E) are also used. Further details
on the visual formalism can be found in [17].

3.2. The system prototype

An example of a visual sentence within the
ASCLO-S editor is shown in Fig. 2. It shows the
adaptive learning process related to a part of a
software engineering course of the Bachelor pro-
gram in Computer Science at University of Salerno.

The swimlanes in Fig. 2 propose two different
branches depending on the learners’ knowledge. For

example, in the swimlane on the right-hand side,
learners without an appropriate knowledge con-
cerning the software life cycle topic, the knowledge
fragment Modelli e cicli di vita del software, have to
bridge this gap before consuming the knowledge
fragment Analisi e Specifica dei requisiti that
contains raw contents on the requirement analysis.

Branches are labelled by the symbolic names:
low_knowledge and medium_hign_knowledge. The
association between the symbolic name low_know-
ledge and the corresponding set of learners’ stereo-
types is shown in Fig. 3. The user interfaces to
define raw contents and questions of a self-assess-
ment test are illustrated in Figs. 4 and 5, respec-
tively. In particular, Fig. 4 shows the raw contents
composing the knowledge fragment UML Introdu-

zione of the adaptive learning process depicted in
Fig. 2. Fig. 5 shows a question belonging to the first
self-assessment test of the software engineering
course.

4. The design of the usability study

In this section, we present the design of
the usability study carried out to assess whether
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Fig. 1. The visual language icons: (A) knowledge fragment; (B)

transition element; (C) self-assessment test; (D) joint/disjoint

element; and (E) start and stop marker.

Fig. 2. An adaptive learning process.
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the visual language-based tool effectively sup-
ports instructional designers. In the following,
we describe the data set and then the techni-

ques we have adopted to assess the usability
of the tool as well as the users’ subjective satis-
faction.

ARTICLE IN PRESS

Fig. 3. Associating a symbolic name with the corresponding learner’ stereotypes.

Fig. 4. Defining a raw content.
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4.1. The data set

Data for the usability study have been gathered
considering a group of ten volunteers with hetero-
geneous background. Regarding the computer
literacy, the subjects were able to use the personal
computer and productivity programs (e.g. word
processors and spreadsheet programs). Table 1
reports on the background of the selected sub-
jects and the corresponding developed e-learning
processes.

The usability study has been divided in four steps
and performed in one-to-one session (i.e. a super-
visor for each subject) using the think aloud
technique. All the subjects first have been under-
gone an introductory course of about a hour on the
ASCLO-S editor and its visual notation. Succes-
sively, they have been asked to use the tool for
20min without invoking any kind of tutor support.
After that the subjects have performed a task
consisting of designing an adaptive e-learning
course on a topic on which they had more
competence. The subjects have been then asked to
deploy the defined adaptive e-learning processes in
the E-World framework, an LMS developed at

University of Salerno. E-World extends the frame-
work presented in [44] to enable the traceability of
adaptive e-learning processes. The traceability of
adaptive e-learning processes is managed through a
run-time environment compliant with the sharable
content object reference model (SCORM) [45]
standard of the advanced distributed learning
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Fig. 5. Defining a question of a self-assessment test.

Table 1

Background and developed e-learning processes

ID Background Learning process

1 Student of computer science Object-oriented software

engineering

2 Student of Italian literature Andy Warhol

3 Teacher of art education Magna Grecia

4 Manager of a local

archaeologist association

Local architecture: ‘‘San

Pietro a Corte’’

5 Sociologist Pedagogic element for

secondary school

6 Teacher of music education Guitar history

7 Teacher of art education Ceramic course

8 Ph.D. student in mathematic Learn to play the guitar

9 Full professor at University of

Salerno

XML

10 Research fellow XSLT

G. Costagliola et al. / Journal of Visual Languages and Computing 19 (2008) 721–737 727
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(ADL) consortium [46]. Finally, the subjects have
filled in a questionnaire to achieve information on
tool usability they perceived.

The task had to be carried out respecting some
constraints. In particular, they had to design
adaptive e-learning processes containing at least
two different branches. Moreover, at least one
image and a hypertextual link had to be included
in the learning process as well as an e-mail address.
It is worth noting that, all the didactic material was
only available in hard copy. The subjects have also
been asked to save and export the created learning
process.

4.2. Design of the survey

Surveys can be used to collect information on
the preferences and reactions of some selected
subjects. This technique is particularly valuable for
usability investigations since it allows designers to
understand the user reaction, to identify possible
problems and to enhance the user interfaces.
Typically, questionnaires are used to capture the
user point of view in order to assess aspects of
usability, validity and/or reliability of user inter-
faces [16]. Questionnaires are usually structured and
standardised in order to reduce bias. Questions
should be ordered in such a way that each question
does not influence the response to subsequent
questions and they should be presented in the same
order to the subjects.

To collect information regarding the subjects’
competences and their perceived usability we have
defined a survey questionnaire composed of five
categories: subject experience, general evaluation,
special judgement, tool learning and usability, and
information grant. In particular, the subject experi-

ence category is composed of two questions, which
aim at knowing the technical competences of the
subjects. The general reaction of the subjects in
terms of satisfaction degree has been evaluated by
the questions belonging to the general evaluation

category. The questions of the special judgment

category aim at evaluating the subjects’ satisfaction
regarding the use of the ASCLO-S tool as well as
the perceived usability. The tool learning and

usability category aims at evaluating the satisfaction
degree to master the tool. Finally, the information
provided by the tool, while the subject is using it,
has been evaluated by the questions of the informa-

tion grant category. The questions of these cate-
gories are shown in Table 2.

The subjects could choose one of the six values
reported in Table 2 as answers of questions q1.1 and
q1.2, while for the other questions they could
specify their judgment within a range. Indeed, these
questions expect closed answers according to a
Likert scale [47]: from 1 (strongly agree) to 5
(strongly disagree).

ARTICLE IN PRESS

Table 2

Questions of the usability questionnaire

Category ID Question

Subject

experience

q11 I use the computer (never, rarely,

sometimes, once a week, few days a

week, every day)

q12 My familiarity regarding tools for

the definition of learning process

and/or didactic contents is

(inexistent, inadequate, sufficient,

fairly good, good, excellent)

General

evaluation

q21 I found the ASCLO-S editor useful

q22 The usage of the ASCLO-S editor

tool is simple

q23 The feeling with the ASCLO-S

editor is satisfactory

q24 I did not find the ASCLO-S editor

boring to use

Special

judgement

q31 The user interface is pleasant

q32 The visual formalism to define

adaptive e-learning processes is

clear

q33 The tool proposes clear error

messages

q34 The definition of e-learning

processes is effectively supported by

the tool

Tool learning

and usability

q41 Learning to use the tool is simple

q42 The required time to use the tool is

appropriate

q43 Remembering the command and

their use is appropriate

q44 The number of steps to perform a

task is appropriate

q45 The effort to insert hyperlinks is

appropriate

q46 The number of steps to insert an

image is appropriate

q47 Learning to define stereotypes is

simple

q48 Learning to export the content is

simple

Information

grant

q51 Icon names and objects have a clear

meaning

q52 Each set of operations produce a

predictable result

G. Costagliola et al. / Journal of Visual Languages and Computing 19 (2008) 721–737728
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4.3. Design of the empirical analysis

We have considered the variables reported in
Table 3, which have been selected according to three
criteria: relevance, easiness to collect, simplicity,
and consistency of the counting rules [48]. The first
and the second column of Table 3 contain the name
of the considered variables and their description,
respectively. The type of the considered variables is
reported in the third column. The variable EFH

denotes the effort, expressed in terms of person-
hours, to define and create e-learning processes. The
remaining variables represent size measures regard-
ing the objects that are specified during the
definition of the e-learning processes. Consequently,
these measures are determined only analysing the
e-learning processes that the recruited subjects
defined. It is worth noting that we have employed
size measures as our aim has been to verify that
the effort required to model e-learning processes
depends on the size of the developed process.

In order to graphically represent the distribution
of the size measures of the considered e-learning
processes, we have adopted the boxplots [49]. They
are widely employed in exploratory data analysis
since they provide a quick visual representation to
summarise the data using five numbers: the median,
upper and lower quartiles, minimum (MIN) and
maximum (MAX) values, and outliers.

In order to analyse the correlation between the
variables denoting the effort to define adaptive
e-learning processes and the variables representing
information on the processes, we have employed
OLS regression analysis. OLS is widely adopted for
effort estimation in the context of empirical soft-
ware engineering [20–22,41]. It is one of the most
commonly used statistical techniques for exploring
the relationship between a dependent variable

and one or more independent variables [19]. The
independent variables can be identified by consider-
ing those best correlated with the dependent
variable, using both Spearman’s r [50] and Pearson
correlations [51]. Indeed, these tests are used to
measure the correlation between two variables in
terms of a significance level (i.e. p-value).

The relationship between dependent and inde-
pendent variables is described by an equation

y ¼ b1x1 þ b2x2 þ � � � þ bnxn þ c,

where y is the dependent variable, x1, x2,y,xn are
the independent variables, for i ¼ 1,y,n, bi is the
coefficient that represents the amount the variable y

changes when the variables x changes 1 unit, and c

is the intercept.
Some crucial indicators can be used to evaluate

the quality of the resulting prediction model. R2

represents the square of the linear correlation
coefficient. This value indicates the amount of the
variance of the dependent variable that is explained
by the model related to the independent variable.
The F-value and the corresponding p-value (denoted
by Sign F) are useful indicators of the confidence
degree of the prediction. A high value of F and a
low Sign F suggested that the prediction is indeed
possible with a high degree of confidence. We have
also determined the p-values and t-values for the
model coefficients and intercept. In particular, the
p-values give an indication of the accuracy of
the coefficient and the intercept, whereas an
evaluation of their importance for the generated
model is provided by the t-values. A variable is
considered significant when its t-value is greater
than 1.5, while p-value less than 0.05 are considered
an acceptable threshold.

To assess the accuracy of the prediction models,
we have taken into account the evaluation
criteria: MMRE and Pred(l) [52]. MMRE is the
mean of magnitude of relative error (MRE). MRE is
defined as

MRE ¼ jEFHreal � EFHpredj=EFHreal,

where EFHreal and EFHpred are the actual and the
predicted efforts, respectively. According to Conte
et al. [52], a value less than 0.25 is an acceptable
value for MMRE. Pred(l) is the prediction at level l,
which is defined as

PredðlÞ ¼ k=N,

where k is the number of observations (Obs), whose
MRE is less or equal than l, and N is the total Obs.
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Table 3

The selected variables

Variable Description Scale

EFH Number of minutes required to

develop e-learning processes

Ratio

RC Number of raw contents Ratio

Me Number of media objects Ratio

ALP Number of adaptive paths in a

learning process

Ratio

KF Number of knowledge fragments Ratio

Qs Number of questions Ratio

St Number of possible stereotypes Ratio

G. Costagliola et al. / Journal of Visual Languages and Computing 19 (2008) 721–737 729
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As suggested by Conte et al. [52], a good effort
prediction model should have a Pred(0.25) value
greater than or equal to 0.75.

To obtain non-biased results in the linear regres-
sion model evaluation we have carried out a leave-
1-out cross validation partitioning at each step the
whole data set into a training set and a test set
consisting of the remaining observations. The
training set is used for model building and the test
set for model evaluation. Thus, for each test set we
have calculated MRE, and then the resulting values
have been aggregated across all the sets using
MMRE and Pred(0.25). Indeed, when the accuracy
of the model is determined using the same data set
used to build the prediction model, the accuracy
evaluation is considered optimistic [41]. Leave-1-out
cross validation is a widely adopted approach to
validate effort estimation models when dealing with
small data sets (see, e.g. [20]).

5. Results

In this section, we present the survey and the
empirical analysis.

5.1. Survey results

The factors that have been considered relevant for
the usability study are time to explore the tool
features, time to carry out the usability study, and
time spent in inactivity (see Table 4).

The subjects have spent 15min as mean time,
while 6 and 23min are the best and worst value to
explore the tool, respectively. The second column
presents the time to accomplish the tasks, which
also includes the time to design the adaptive
learning process as well as the underlying learning

contents. The considerable difference between the
best and the worst time to define the e-learning
processes depends on its size and the underlying
didactic contents. The inactivity time is shown in the
third column. Subject3 and Subject8 have been
inactive for 1min, while the remaining subjects have
worked without stopping until they had finished
their tasks. Finally, Subject5 has been inactive for
2min.

The answers of the subjects are summarised in
Table 5. This table also reports the mean (MEAN)
values of the provided answers for each category of
the adopted usability questionnaire. In the case of a
typical usability study, the adoption of MEAN

value as descriptive statistic can be considered
appropriate to discover as many usability problems
as possible. Thus, we have decided to adopt such a
descriptive statistic.

The feedbacks obtained by analysing the answers
are presented according to the questionnaire cate-
gories. The answers of the general evaluation

category reveal that the subjects have generally
manifested a good feeling with the ASCLO-S editor
and found it simple and not boring to use. The
subjects have also manifested a good satisfaction
degree in the definition of the learning process.

The questions of the special judgement category
reveal that the subjects have manifested a good
special judgment on the ASCLO-S editor. All the
subjects have found the graphical user interface
pleasant except the Subject3, Subject5, and Sub-
ject9. In particular, Subject3 and Subject9 have
manifested neutral judgment, while Subject5 have
found the graphical user interface not pleasant. The
majority of the recruited subjects has found the
definition of e-learning processes simple and have
found the error messages clear and appropriate.
Moreover, the totality of the subjects has considered
the definition of adaptive e-learning processes
simple. We have also gathered relevant suggestions
by the subjects concerning the graphical user
interface. In particular, Subject3 and Subject5 have
found the ASCLO-S Editor user interface lean.
Hence, they have suggested of enhancing the user
interface with colours to make it more appealing
and consequently improve both the perceived
usability and the satisfaction degree.

Good results have been also achieved in terms of
Tool Learning and Usability. The majority of the
subjects have found the tool easy to learn. In
particular, they have considered the time and the
effort to master the tool adequate. The ASCLO-S
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Table 4

Times of the objective usability findings

Subject Exploration

time

Accomplishment

time

Inactivity

time

Subject1 10 240 0

Subject2 15 59 0

Subject3 20 45 1

Subject4 18 65 0

Subject5 12 35 2

Subject6 17 58 0

Subject7 15 63 0

Subject8 23 99 1

Subject9 17 61 0

Subject10 6 55 0
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editor commands have never produced unexpected
results and could be easily remembered. The effort
to insert multimedia objects as well as the number of
steps to accomplish the assigned tasks has been
considered more than appropriate by the majority
of the subjects. We can also observe that some
answers on the stereotype definition simplicity
(see question q47) are negative. In particular, 10%
of the subjects have found the definition of the
learners’ stereotypes quite difficult, while 20% have
provided a neutral answer. On the other hand, 60%
and 10% of the subjects have found the definition of
stereotypes quite simple and simple, respectively.
The export of a learning process has not produced
any problem for almost the totality of the subjects.
In particular, 80% and 20% have asserted that the
export of the developed learning process is very
simple and simple, respectively.

The information grant category has revealed that
the ASCLO-S editor generally provides a good
support. In particular, 40% of the subjects have
asserted that the editor provides a good assistance
in terms of provided information to use it. The
remaining subjects have found this assistance
adequate. This appreciable result is due to the fact

that all the components of the graphical user
interface are understandable and the result of each
operation produces always a predictable result.

The observations provided by the subjects have
revealed that they have appreciated very much the
facilities of the ASCLO-S editor to insert multi-
media objects and to export the created knowledge
contents. The subjects have also appreciated the
results of their work and how the didactic contents
have been shown in the Web browser by accessing
E-World. Encouraging results in terms of time spent
to learn and use the ASCLO-S editor have been also
obtained. Although the subjects have not mani-
fested any particular problems to learn the tool an
issue has been arisen from Subject3, Subject5,
Subject6, and Subject7. In particular, the issue
concerns the binding between symbolic names and
learners’ stereotypes. Hence, they have suggested of
improving the tool support to simplify this binding.

5.2. Empirical analysis results

Table 6 reports the descriptive statistics for the
variables we have used to collect information on the
e-learning processes. In particular, the first column
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Table 5

Survey questionnaire results

Questions Strongly agree (%) Agree (%) Neutral (%) Disagree (%) Strongly disagree (%)

2.1 20 80 0 0 0

2.2 10 90 0 0 0

2.3 0 100 0 0 0

2.4 0 100 0 0 0

General evaluation 10 90 0 0 0

3.1 0 70 20 10 0

3.2 10 90 0 0 0

3.3 30 70 0 0 0

3.4 0 100 0 0 0

Special judgment 10 90 0 0 0

4.1 10 90 0 0 0

4.2 10 90 0 0 0

4.3 20 80 0 0 0

4.4 30 70 0 0 0

4.5 50 50 0 0 0

4.6 40 60 0 0 0

4.7 10 60 20 10 0

4.8 80 20 0 0 0

Tool learning and usability 30 70 0 0 0

5.1 30 70 0 0 0

5.2 10 90 0 0 0

Information grant 40 60 0 0 0
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shows the Obs, while the remaining columns present
for each variable the MIN, the MAX, the MEAN,
and the standard deviation values (STD. DEV.) of
these observations.

In order to demonstrate that the technical
competences of an instructional designer do not
influence the effort to use ASCLO-S editor, we have
first analysed the correlation between the effort to
define adaptive e-learning processes and the compe-

tences of the subjects and then the correlation
between the development effort and the variables of
the adaptive e-learning processes.

Concerning the correlation between the effort to
define adaptive e-learning processes and the compe-
tences of the recruited subjects we can observe that
they are not statistically correlated using both
Spearman’s r [50] and Pearson correlations [51].
In particular, the effort for defining e-learning
processes is not influenced by the subjects’ technical
competences as the answers of the questions
q11 and q12 are not correlated with the effort
(as indicated by the p-values in Table 7). The scatter
plot in Fig. 6A graphically describes the relation-
ships between EFH and q11, while the relationship
between EFH and q12 is shown in Fig. 6B.

In order to identify the variables best correlated
with the development effort we have again used
both Spearman’s r [50] and Pearson correlations
[51]. The achieved results state that RC is the only
variable statistically correlated to the effort variable
(EFH) at level 0.05 (see Table 8). On the other hand,
to show that RC is a useful effort indicator we have
applied an OLS regression analysis [19] by con-
sidering EFH as dependent variable and RC as
independent variable. This technique allows us to
determine the equation of a line interpolating data.
This equation is used to predict the effort in terms
of the number of required person-hours.

Beside the linearity, in order to apply OLS
regression analysis the residuals homoscedasticity

and normality assumptions have to be verified [19].
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Table 6

Descriptive statistics of EFH and variables

Obs MIN MAX MEAN STD. DEV.

EFH 10 49 250 93.7 58.18

RC 10 8 152 46.4 42.50

Me 10 1 131 33.1 42.37

ALP 10 1 7 3.3 2.31

KF 10 4 18 8.9 4.46

Qs 10 3 18 8.2 5.85

St 10 17 256 77 98.00

Table 7

Correlations between the effort and subject competences

Pearson correlations Spearman’s r

Statistic Sign Statistic Sign

EFH-q11 0.384 0.274 0.106 0.770

EFH-q12 0.405 0.246 0.183 0.613

6.005.004.003.002.00
question q1.1

250.00

200.00

150.00

100.00

50.00

0.00

EF
H

6.005.004.003.002.001.00
question q1.2

250.00

200.00

150.00

100.00

50.00

0.00

EF
H

Fig. 6. The scatter plot of EFH vs. q11 (A) and EFH vs. q12 (B).
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The former establishes that the variance of the
residuals has to be constant, while residuals are
normally distributed in the latter assumption. To
assess homoscedasticity and normality assumptions
we have used the Breush–Pagan test [53] and the
Shapiro–Wilk test [54], respectively. In particular,
the null hypothesis of the Shapiro–Wilk test is that
the sample is taken from a normal distribution,
while the null hypothesis of Breush–Pagan test is
that the variance of the residuals is constant. Thus,
if the p-value is smaller than the critical value
(usually 0.05) then the null hypothesis can be
rejected. Concerning the Shapiro–Wilk test, we
can assert that the population is not normal, while
the residuals do not have constant variance for the
Breush–Pagan test.

In our case, the Breush–Pagan test (see Table 9)
suggests that the null hypothesis of homoscedasti-
city of the residuals cannot be rejected since the
p-value of the statistic (i.e. Sign) is greater than 0.05,
while the Shapiro–Wilk test indicates that the
null hypothesis of normality of residuals cannot be
rejected since the p-value of the statistic (i.e. Sign) is
greater than 0.05.

The prediction model obtained by applying the
linear regression analysis is

EFH ¼ 1:311� RC þ 32:881. (M.1)

Table 10 shows the crucial indicators we have
used to evaluate the quality of the resulting

prediction model. It is worth noting that the model
M.1 is characterised by a high R2. The high F value
and the low Sign F value suggest that the prediction
is indeed possible with a high degree of confidence.
Furthermore, the RC coefficient and the intercept
are characterised by t-values and p-values satisfying
the acceptable threshold values.

In order to remove possible extreme values, which
may improperly influence the identified model, the
analysis of raw data has been performed. The
analysis of EFH indicates that the observations 1
and 8 are possible outliers since they had values
higher than the other ones (see Fig. 7). The analysis
of the corresponding adaptive e-learning processes
has revealed that it is reasonable justified by their
size that is larger than the other ones. Thus, we have
not removed these observations from the data set.

The analysis of the RC variable suggests that the
observation 1 is a possible outlier. This is also an
influential observation since it is characterised by a
Cook’s distance, which is greater than 4/10 ¼ 0.4. In
this case, the observation that might influence the
model should be removed and the model stability
should be analysed by observing the effect of this
removal. If the model coefficients remain stable and
the R2 improves the highly influential project is
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Table 8

Correlations between the effort and selected size measures

Pearson correlations Spearman’s r

Statistic Sign Statistic Sign

EFH-RC 0.957 0.000 0.796 0.006

EFH-ME 0.420 0.226 0.402 0.249

EFH-ALP 0.283 0.428 0.404 0.247

EFH-KF 0.196 0.586 0.628 0.052

EFH-Qs 0.220 0.541 0.214 0.553

EFH-St 0.220 0.541 0.428 0.217

Table 9

The Breush–Pagan homoscedasticity and the Shapiro–Wilk tests

Shapiro–Wilk normality

test

Breush–Pagan homoscedasticity

test

Statistic Sign Statistic Sign

0.891 0.173 0.713 0.398

Table 10

Quality indicators of the model M.1

t-value p-value R2 F Sign F

RC 9.382 0.000 0.917 83.03 0.000

Intercept 3.829 0.005

StQsKFALPMeRCEFH

300

250

200

150

100

50

0

8

1

1

8 6

1

Fig. 7. The boxplots for the variables of Table 3.
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retained in the data analysis. Therefore, we have
removed the observation 1 and then we have
analysed its effect on the obtained model, which
follows:

EFH ¼ 0:768� RC þ 49:710. (M.2)

The coefficients and the intercepts are significant
in both the models M.1 and M.2, as shown in
Tables 10 and 11. However, we can note that the
values of the coefficients and the intercepts are
substantially different. The values of R2 and F of the
two models are not closed. Moreover, the observa-
tion 1 improves the model fit as suggested by the
R2 value of the model M.1. As a consequence of
the stability analysis, we have decided to carry
out the empirical evaluation not considering the
observation 1.

To assess the accuracy of the prediction model
M.2 we have considered two evaluation criteria:
MMRE and Pred (l) [52]. Table 12 shows both
MMRE and Pred(0.25) values for the models
obtained with linear regression analysis and
the binary trees obtained by the regression tree
technique.

The model M.2 exhibits an MMRE value less
than 0.25 and a Pred(0.25) value greater than 0.75.
These values suggest that the linear regression
model can be considered appropriate for the effort
prediction. To better understand the prediction
power of the model M.2 we have also analysed the
boxplot of the residuals in Fig. 8. This boxplot
provides a good indication of the distribution of the
residuals and improves the comprehension of
MMRE and Pred(0.25), as suggested in [55]. The
median for M.2 is closed to 0 and the boxplot has
not outliers, thus indicating that the model provides
a good effort estimation.

Concluding, the results of the empirical analysis
have revealed that the effort required to model
e-learning processes depends on the RC variable,
but it is not influenced by the experience of the
instructional designer.

6. Conclusions and discussion

Visual and diagrammatic representations play a
central role in several application domains, since
they are recognised to be important tools for
describing and reasoning. Their employment allows
us to improve productivity of expert and non-expert
users in several application domains. It is because
they provide means to easily capture and model
difficult concepts. The ‘‘ease of use’’ of tools
implementing visual languages is recognised to be
one of the key aspects to improve the user
satisfaction [11,56] that can be assessed performing
usability studies [13,14].

The current trend of academic and industrial
realities is to increase the use of e-learning. In
particular, software tools supporting the critical task
of instructional design should provide automated
support for the analysis, design, documentation,
implementation, and deployment of instruction via
the Web. Moreover, instructional design should
also aim at encouraging high self-expectations,
satisfaction, and welfare by respecting the diversities
among learners. To address these issues, visual
language-based tools [5,6,57] as well as adaptive
e-learning processes [2,58] and systems [26] could be
adopted.

In this paper, we have presented and discussed a
usability study of a visual language-based authoring
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Table 11

Quality indicators of the model M.2

t-value p-value R2 F Sign F

RC 3.910 0.006 0.686 15.29 0.006

Intercept 6.267 0.000

Table 12

Accuracy evaluation

MMRE Pred (0.25)

M.2 0.16 0.78

40.00

20.00

0.00

-20.00

-40.00

Fig. 8. The boxplots of residuals.
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tool (i.e. ASCLO-S editor) conceived to define
adaptive e-learning processes. The study is based
on the combined use of two techniques: a ques-
tionnaire-based survey and an empirical analysis.
The survey has revealed a good satisfaction degree
of the subjects, who have not manifested any kind
of listlessness and indifference during the use of the
analysed tool. Encouraging results in terms of time
spent to learn and use the tool have also been
achieved. Concerning the empirical analysis, we
have identified the answers that are statistically
correlated to the subjects’ technical competences
using Spearman’s r [50] and Pearson [51] correla-
tions. We have also performed linear regression
analysis [19,20] to identify effort estimation models
based on some measures obtained from the defini-
tion of adaptive e-learning processes through the
described visual language-based tool. The identified
model has predicted with a good accuracy the effort
to develop a learning process using RC variable.
This effort indicator is considered relevant as the
empirical analysis revealed. We have also showed
that the effort required to define an e-learning
process is not statistically correlated to the subjects’
technical competences. As a consequence, the effort
required to model e-learning processes depends on
the size of the developed process but it is not
influenced by the experience of the instructional
designer with the use of e-learning tools. Conclud-
ing, the outcomes of the usability study showed that
both the proposed visual notation and the system
prototype are suitable for instructional designers
with or without experience on tools for defining e-
learning processes.

The usability study has also provided a number
of directions to improve the ASCLO-S editor.
A first direction would be to add some features
to further support instructional designers in the
binding between symbolic names and stereotypes.
A second direction should aim at fixing some
usability problems that the subjects properly
identified.

Some directions for future work can be consid-
ered. The first one is suggested by the limitations of
the presented study. Indeed, although OLS regres-
sion analysis requires from 5 to 10 observations for
each variable in the model (see e.g. [59,60]), the use
of a small group of subjects (nine in our case) may
threat the validity of the empirical study. To this
aim, we are planning to replicate the usability study
using a larger number of subjects with different
teaching experiences.

Future work will be also devoted to carry out an
empirical study to compare the ASCLO-S editor
with widely used commercial authoring tools, such
as Macromedia Authorware. This study will also
aim at corroborating the results of the empirical
study presented in [18], where a preliminary
comparison between ASCLO-S editor and Macro-
media Authorware revealed that the former pro-
vides a better support for not expert users. It was
also observed that Authorware is more suited for
expert users and a specific background and compu-
ter science knowledge is required to master it.
Finally, we also plan to use effort estimation models
in the usability assessment of other e-learning tools.
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