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Abstract. The SARS-CoV-2 is quickly spreading worldwide resulting in
millions of infection and death cases. As a consequence, it is increasingly
important to diagnose the presence of COVID-19 infection regardless of
the technique applied. To this end, this work deals with the problem
of COVID-19 classi�cation in order to di�erentiate COVID-19 versus
healthy Computed Tomography (CT) images. In particular, �rst-order
statistical measures as well as numerical quantities extracted from the
autocorrelation function are investigated with the aim to provide an
e�cient classi�cation process ensuring satisfactory performance results.

Keywords: COVID-19 · Classi�cation · Feature extraction · Lung Com-
puted Tomography (CT) images.

1 Introduction

On December 31st 2019, the Health Commission of Wuhan in China, informs
the World Health Organization (WHO) about a cluster of unknown pneumo-
nia cases in the province, later identi�ed as the SARS-CoV-2. The initially
unknown SARS-CoV-2 is a member of the beta-coronavirus family, currently
named as COVID-19, and it can lead to mild to severe respiratory tract infec-
tions with pneumonia, cold and fever, headache, painful throat and weakness as
traditional clinical symptoms. In the worst scenario, the infected patients could
also present dyspnoea or hypoxaemia signs but some asymptomatic cases were
also observed where any acute COVID-19 symptoms are exhibited [1]. However,
for both asymptomatic or acute situation, an early and accurate diagnosis rep-
resents a crucial step in order to reduce the COVID-19 mortality and to improve
the treatment of this insidious disease. Nowadays, several methods are employed
to provide a de�nitive diagnosis of COVID-19, including reverse transcriptase-
polymerase chain reaction (RT-PCR) [2], serology tests, and medical imaging
techniques. In particular Computed Tomography (CT) scans and chest X-Ray
have been proved to be a great supplement to assess the infection severity [3]. Ar-
ti�cial intelligence technologies are achieving remarkable progress with respect to
medical image analysis, with the aim to assist the clinicians classifying di�erent
diseases, due to the possibility to extract quantitative features from the acquired
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images [4]. Recently, several studies have focused on these methodologies in order
to provide a secure and automatic way to diagnose also the COVID-19 infection
applying several machine learning methods [5�11]. Following the line of reason of
these works, this study proposes and investigates a new feature-based methodol-
ogy in order to classify COVID-19 versus normal CT images. The analyses have
been conducted on the challenging CT axial scans data deeply described in [12].
Interestingly, the obtained results have shown the e�ectiveness of the proposed
features in distinguish among COVID-19 and normal patients.

2 Problem Description and Proposed Classi�cation

Algorithm

The proposed solution focuses on the exploitation of intrinsic discriminative
properties of textural features extracted from lung CT images. In particular,
a joint statistical and numerical approach to texture analysis is used starting
from the gray-level distribution within the images in order to di�erentiate them.
To this end, the texture information is derived from the histogram computed
from the lung CT images, through which both �rst-order statistic measures and
numerical quantities associated with the autocorrelation function are evaluated.
The proposed classi�cation algorithm is synthetically represented in Figure 1,
and it can be seen as composed by few steps that are described in the following
lines.

Fig. 1. Block scheme of the proposed CT images feature extraction algorithm.
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2.1 Lung Segmentation

In order to achieve accurate classi�cation results, the segmentation process rep-
resents a preliminary step of paramount importance [13] when dealing within
the framework of medical images. Precisely, lung segmentation aims to basically
separate the pixels corresponding to the lung cavity from the surrounding chest
anatomy in order to avoid erroneous classi�cation due to the overall anatomy of
the patients under observation. For such a purpose, in the proposed procedure,
a segmentation technique has been implemented.

2.2 Histogram Computation

In the attempt to di�erentiate COVID-19 from healthy patients CT scans, a �rst-
order statistical approach is investigated by exploiting the gray-level distribution
within the CT images [14]; in particular, as a result of �rst-order statistical tech-
niques, textural information are derived from the histogram, that is computed
for each individual image to classify. A histogram example of a COVID-19 CT
scan versus a healthy patient CT scan is shown in Figure 2. It is worth to observe
that, through a preliminary visual inspection of Figure 2, a histogram study may
reveal useful to discriminate a COVID-19 image from a healthy one.

(a) (b)

Fig. 2. Histogram computation. Subplots refer to (a) COVID-19 and (b) healthy pa-
tients.

2.3 Feature Extraction

Starting from the considerations made in subsection 2.2, a histogram-based fea-
ture extraction method is presented to classify COVID-19 and healthy patients
CT axial scans. Therefore, the initial point is the histogram normalized to have
unit area, say P (i), derived at the previous step of the proposed algorithm, from
which several quantities are extracted to construct the so-called feature vector
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indicated with F 0 in Figure 1. More precisely, F 0 comprises four �rst-order sta-
tistical measures, viz. mean, standard deviation, skewness and kurtosis, lined-up
to an additional measure, the median, and three other indices, namely the peak
sidelobe level (PSL) ratio and two di�erent de�nitions of the integrated sidelobe
level (ISL) ratio of the autocorrelation function [15] directly computed from P (i).
As to the PSL and the two di�erent de�nitions of the ISL, they are computed
from the normalized autocorrelation of P (i), indicated as CP (k), k = 0, ...,K−1,
as follows:

PSL = max
k

|CP (k)|
|CP (0)|

, (1)

ISL1 =

K−1∑
k=1

|CP (k)|

|CP (0)|
, (2)

and

ISL2 =

K−1∑
k=1

|CP (k)|2

|CP (0)|
, (3)

having indicated with |·| the modulus of its argument. The last step of the devised
algorithm consists in normalizing the resulting feature vector, F 0, thanks to the
following linear rescaling:

F =
F0 − µF0

σF0

(4)

meaning µF0
as the mean and σF0

as the standard deviation of the feature
vector F 0. This is done to avoid that a very strong feature value could polarize
the classi�er's decision.

3 Performance Assessment

This section is aimed at showing the classi�cation capabilities of the algorithm
described in Section 2 in terms of CT scans discrimination exploiting their his-
tograms. Therefore, a deep description of the patients dataset is �rst provided;
then, the classi�cation procedure is detailed together with the discussion of the
obtained results.

3.1 Patients Dataset

The analyses are conducted on patients with either COVID-19 condition and
healthy condition, which are included in the dataset herein exploited, namely
the Cov19-Healthy Dataset. The latter is selected from the original COVID-
CTset, that has been gathered from Negin Medical Radiology Center located
at Sari (Iran) between March and April, 2020 [12]. In particular, COVID-CTset
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contains the CT axial scans of both COVID-19 and healthy people, acquired
using a CT scanner (SOMATOM Scope Power, Siemens Healthcare) and stored
in a 512× 512 DICOM format.

For the purpose of this study, 180 CT scans (i.e., Cov19-Healthy Dataset) are
extracted from the original dataset including 80 COVID-19 infected images and
100 uninfected images, respectively. Table 1 summarizes the patients population
details in terms of their sex and age (expressed as mean with its con�dence
interval in terms of standard deviation (SD), namely, ±SD).

Table 1. Sex and age details of patients enrolled in the study.

COVID-19 Healthy

Sex
Male 48 48
Female 32 52

Age y (±SD) 49.8±14.8 39.8±10.6

3.2 Classi�cation Procedure and Results

This subsection is aimed at showing the e�ectiveness of the devised methodology
in discriminating the COVID-19 and healthy patients described in the previous
subsection.

The classi�cation is performed dividing the dataset into two non-overlapped
groups: the training set, composed by 70% of the available data and the test
set, composed by the remainder 30% (i.e., excluding all the data of training
phase). Moreover, since the aim of this work is to show the e�ectiveness of
the proposed feature-extraction based method, we use as classi�er the k-nearest
neighbour (k-NN) because of its low computational burden, with the parameter
k set equal to 5 [16]. Then, to prove the e�ectiveness of the proposed algorithm,
the classi�cation accuracy, say Acc, is used as �gure of merit, whose analytic
expression is given by

Acc =
TP+ TN

TP+ FP+ TN+ FN
, (5)

where TP is the total number of true positives, FP is the total number of false
positives, TN is the total number of true negatives, and �nally FN represents
the total number of false negatives.

Moreover, in order to provide a statistical characterization of the entire clas-
si�cation method, the average classi�cation accuracy is estimated by means of
a standard Monte Carlo approach. More precisely, for each independent Monte
Carlo trial a di�erent selection of the training and test sets is randomly chosen
for each class (i.e., COVID-19 CT scan and healthy CT scan). This process re-
iterates N number of times (note that in this study N is set equal to 100) the
training and test procedures by independent random extractions. The results in
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terms of average Acc are shown also in comparison with the feature extraction
algorithm based on the exploitation of the four statistical measures (i.e., mean,
standard deviation, skewness and kurtosis) exclusively, indicated as �rst order
based approach (FOA).

Table 2 shows the classi�cation results in terms of classi�cation accuracy for
the above de�ned two classes. From the table it is evident that the proposed
feature extraction method of Section 2.3 is capable of ensuring a satisfactory
performance reaching the 84.63% of average correct classi�cation. Conversely,
the FOA provides a lower correct classi�cation percentage. In particular, these
results are also con�rmed by the fact that the maximum achieved classi�cation
accuracy of the proposed algorithm is equal to 92.60% still overcoming that
reached by the FOA.

Table 2. Classi�cation accuracy (expressed in percentage) for COVID-19 versus
healthy patients.

average Acc maximum Acc

FOA 76.85% 83.33%

proposed method 84.63% 92.60%

To give further insights about the classi�cation capabilities of the proposed
algorithm, the average confusion matrices and the one associated with the max-
imum Acc for the quoted algorithms are reported in Figure 3.

As can be clearly observed, the confusion matrices corroborate the results
obtained in terms of overall classi�cation capabilities. As a matter of fact, the
use of all 8 features extracted through the proposed procedure allows to identify
COVID-19 patients in spite of the very low computational cost of this method.
It is �nally worth to highlight that the promising results of the considered fea-
ture extraction method could be surely improved considering for instance more
sophisticated classi�ers such as a support vector machine (SVM) [17], neural
networks [18], and so on.

4 Conclusions

In this paper a new feature extraction procedure has been proposed aiming to
discriminate COVID-19 patients from healthy ones. The presented method has
dealt with the exploitation of existing intrinsic discriminative textural properties
from lung CT images, starting from their histograms computation. In particu-
lar, the histogram-based approach has allowed to investigate several �rst-order
statistical measures and numerical quantities derived from the histogram auto-
correlation which have been used as input to a k-NN classi�er. The performance
of the proposed extracted features has been assessed on CT axial scans of both
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(a) (b)

(c) (d)

Fig. 3. Confusion matrices, actual class versus predicted class (%). Subplots refer to
(a) average confusion matrix of FOA, (b) confusion matrix of the best case of FOA,
(c) average confusion matrix of the proposed method, and (d) confusion matrix of the
best case of the proposed method.

COVID-19 a�ected and not a�ected people, ensuring a satisfactory average cor-
rect classi�cation result of 84.63% and reaching, at the end, the high performance
of 92.60% of classi�cation accuracy.

Possible future research works might consider the use of other features to be
line-up to those proposed in this paper to improve its recognition capabilities as
well as the test of the proposed features by means of neural networks.
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