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ABSTRACT
Pair Programming (PP) is an Agile software development method-
ology that involves two developers working together on a single
computer. However, the physical presence of two developers has
become a challenge in recent years due to the pandemic, neces-
sitating remote collaboration methods such as Distributed Pair
Programming (DPP). DPP has been found to have similar benefits
to in-person PP, but the issue of team compatibility remains un-
resolved. These are more evident in the educational field of Agile
methodologies. To address these challenges, we developed a novel
approach by creating a Mixed Reality (MR) application that enables
users to learn PP with the assistance of a conversational intelligent
virtual avatar. The application uses the HoloLens MR device and a
Conversational Agent (CA) extension integrated into Visual Studio
Code to provide suggestions for improving the code written by
the user. The virtual avatar animates these suggestions, making
it appear to speak and interact with the user in real time. This
system aims to overcome the limitations of common DPP methods,
allowing a single developer to learn and apply the PP methodology
even when a human partner is unavailable.

CCS CONCEPTS
• Software and its engineering→ Software development tech-
niques; • Social and professional topics → Software engi-
neering education; • Human-centered computing→Mixed /
augmented reality.
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1 INTRODUCTION
PP is an essential part of extreme programming [3], an Agile soft-
ware development methodology emphasising collaboration, feed-
back, and rapid iteration. In PP, two developers work side-by-side
on a single computer to write, test, and debug code. This method-
ology is highly valued in the industry for improving code quality,
reducing errors, and increasing productivity. Moreover, PP is also
recognised for its educational benefits, making it a widespread
technique in introductory programming courses.

These benefits include retention, enjoyment, course success, con-
fidence, and program quality [9]. However, one of the prerequisites
of PP is the physical presence of two software developers. This
requirement has posed a significant challenge in recent years, as
the entire population has faced a serious epidemic that has forced
people to avoid physical contact with others. This limitation re-
striction has prompted researchers to seek a solution that allows
developers to use the PP methodology remotely. These statements
are confirmed by Xu et al. [23], which assessed that the trend of
online learning had necessitated the use of innovative approaches
in programming education, with DPP emerging as an important
methodology.

This has become especially relevant after the pandemic, which
compelled educators to adopt new technologies and educational
strategies to support effective learning. Xu et al. [23] also proved
that the technique of DPP has the same benefits as in-presence PP
in terms of productivity and code quality improvement. Despite the
potential for DPP to address distance issues and facilitate remote
collaboration, other challenges still need to be solved. One such
issue concerns the compatibility of developers engaging in DPP.
Urai et al. [21] found that in cases where there were differences
in ability, students with lower proficiency levels tended to feel
discouraged and lose motivation during DPP sessions.

Similarly, Tsompanoudi et al. [20] observed that groups of stu-
dents with similar programming grades reported greater satisfac-
tion with the collaborative experience. Furthermore, Dou andHe [7]
noted that students are more likely to pair with peers they perceive
to have similar or higher skill levels, resulting in higher team com-
patibility. However, if both students in a pair perceive themselves
to possess low proficiency levels, this could lead to frustration.

Predicting and mitigating incompatibilities between team mem-
bers is a persistent issue in both collocated and distributed PP.
Finding a remote collaborator with whom to establish a productive
relationship can be challenging, and the quality of the collaborator
can significantly impact the effectiveness of the PP experience. It
can also be challenging to ensure that the collaborator has the nec-
essary skills and knowledge to contribute to the programming task,
hindering the adoption of PP as an effective teaching technique.
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Essentially, traditional in-person PP has the limitation of requir-
ing the physical presence of two developers, which can be difficult
to coordinate. Similarly, DPP also requires the presence of a human
partner, even when they are remotely connected. Both methodolo-
gies face limitations related to compatibility issues between part-
ners, communication challenges arising from time zones and/or
cultural differences, and technical constraints associated with re-
mote collaboration. To address these challenges, we developed a
novel approach that utilizes MR technology and a conversational
intelligent virtual avatar to enable users to learn the PP method-
ology. Our approach aims to provide a valuable solution to these
limitations allowing a single developer to effectively learn and ap-
ply the PP methodology without the need for a human partner. The
main contributions of our approach include:

- Utilizing the HoloLens1 MR device to create an MR envi-
ronment that enables users to view their physical computer
alongside a virtual avatar. The use of MR technology also en-
hances the learning experience by allowing users to practice
PP in a more engaging and interactive way.

- Incorporating a conversational virtual avatar into our MR
application to provide guidance, suggestions, and feedback
to the user, mimicking the interaction with a human part-
ner. This enables users to receive contextual and relevant
suggestions based on their level of knowledge and experi-
ence in real-time, enhancing the effectiveness of the learning
process.

- Providing a more engaging and interactive learning expe-
rience for users, as they can practice the PP methodology
in a realistic and immersive environment. Our approach is
a valuable solution in situations where finding a suitable
human partner for PP may be challenging.

The remainder of this paper is structured as follows: in Sec-
tion 2, we review the state-of-the-art of PP, DPP, and CA. Section 3
provides an overview of our system, including the hardware and
software components. In Section 4, we describe the CA extension
developed for VS Code, which monitors the user’s code and pro-
vides suggestions for improvement. Section 5 explains the CA MR
application developed using UE5, which utilises the text sugges-
tions generated by the CA extension to animate the virtual avatar.
Section 6 proposes a preliminary evaluation study for our approach
in a real teaching scenario. Finally, in Section 7, we conclude the
paper by summarising the contributions of our work and discussing
its potential implications for future research in this field.

2 RELATEDWORKS
PP is a well-known technique in software development, where two
programmers work together on a single computer to develop soft-
ware [6, 22]. Such practice has improved software quality, learning
improvement, and developer productivity. This was demonstrated
with a qualitative meta-analysis of existing studies conducted by
Salge and Berente [16] and the controlled experiment performed
by Williams et al. [22]. In recent years, PP has also been applied in
educational settings, where it has been proven to enhance student
learning and engagement. Salleh et al. [17] proposed a systematic re-
view of empirical studies that analyze the PP effectiveness in higher
1https://www.microsoft.com/en-us/hololens

education computer science/software engineering courses. Their
analysis found that PP helps in improving students’ satisfaction
and grades.

In recent years, the concept of Distributed Software Develop-
ment (DSD) [11] has gained prominence. In this context, DPP has
emerged as a variation of PP, allowing developers to collaborate
remotely on software development. Many studies have been con-
ducted to explore the efficacy of DPP. For example, Baheti et al. [2]
conducted an experiment at North Carolina State University to
analyze various work arrangements for student teams engaged
in developing object-oriented software. The study involved teams
operating in both collocated and distributed environments, with
some teams practicing PP while others worked individually. The
study findings suggest that DPP is a viable approach to software
development. DPP has also been studied in education, where it has
been used to teach programming to students in different locations.
Hanks [8] found that students using a tool for distributed pair-
ing performed as well in their programming course as those who
physically met to pair. However, DPP has limitations including the
risk of the dismissal phenomenon, which can interrupt collabora-
tion, reduce performance and quality [4]. Effective communication
and collaboration management and an appropriate platform are re-
quired to maintain quality and performance [18]. Other limitations
concern the developers’ compatibility [7, 20, 21], a large amount of
time spent on verbal explanation [19], the amount of program used
to do a simple task [10]. Kuttal et al. [13] showed that replacing
one human member of the pair with a CA can address these issues.

CAs, also known as chatbots or virtual assistants, are computer
programs designed to simulate human conversation through text
or voice interactions. These agents use natural language processing
(NLP) to interpret and respond to user queries and requests, often
providing automated customer support, information retrieval, or
entertainment [14]. Robe et al. [15] developed PairBuddy, a CA for
PP that communicates with users through voice and text. As in
our solution, PairBuddy is embodied by a 3D avatar that, while
it makes the interface more human, does not guarantee a great
sense of immersion. This is because it is not so realistic and is also
embedded in the interface of the IDE. Instead, our avatar appears
like a real person and is displayed in an MR environment presented
by the Hololens device, which provides a more immersive experi-
ence. Furthermore, PairBuddy generates only test cases, its code
recommendations do not precisely match the task, and it cannot
directly contribute to the code. In contrast, our solution offers a
more comprehensive and tasks-specific PP experience.

Embodied CA has been studied as a potential interface in eX-
tended Reality (XR) systems which include Virtual Reality (VR),
Augmented Reality (AR), and MR. XR technologies create digital
experiences that can simulate real-world environments, augment
them with digital information, or blend physical and digital ele-
ments to create entirely new hybrid environments [5]. In the litera-
ture, some applications embody CA in an XR space. Kopp et al. [12]
developed a CA based on VR technology that can help users with
tasks related to virtual construction. Anabuki et al. [1] designed an
MR application characterized by an anthropomorphic CA living
in the 3D space. In contrast to these approaches, ours leverages a
conversational virtual avatar to facilitate PP education, whereas

https://www.microsoft.com/en-us/hololens
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previous applications had different objectives. Furthermore, our ap-
proach utilizes a CA extension integrated into VS Code to monitor
code and offer real-time suggestions. This extension is then inte-
grated with an MR application on the HoloLens device, allowing
the virtual avatar to interact with the user naturally and intuitively.

3 SYSTEM OVERVIEW
The system architecture comprises three main components: the CA,
the Visual Studio (VS) Code editor, and the HoloLens MR device.
The CA is embodied by a humanoid virtual avatar interacting with
the user and providing recommendations and guidance as the user
codes. The CA and VS Code are tightly integrated, with the CA
extension monitoring what the user writes and providing sugges-
tions for improvements. In detail, during the avatar navigator phase,
the user leverages Visual Studio (VS) Code to program, and the
virtual avatar “observes” the code written by the user and provides
suggestions for improving it. During the avatar driver phase, the
user asks the virtual avatar to generate code based on a specific
topic or problem. The suggestions are generated by the OpenAI
API2 and are then transmitted to the HoloLens application written
in Unreal Engine 5.13 (UE5). The UE5 application utilises these text
suggestions to animate the virtual avatar, making it appear to speak
and interact with the user in real-time, providing a more immersive
experience compared to traditional conversational agents.

One of the system’s key advantages is the MR environment cre-
ated by the HoloLens device. This environment allows the user to
view their physical computer and the virtual avatar in the same
space, making switching roles as driver and navigator easier. Addi-
tionally, the MR environment enables a more natural interaction
between the user and the virtual avatar, as the avatar can be po-
sitioned next to the user and communicate through the built-in
speakers of the HoloLens device. The HoloLens application is devel-
oped using UE5, which provides a rich and dynamic MR experience.
Communications between the editor and the HoloLens applica-
tion occur via Local Area Network (LAN) connection, allowing for
real-time transmission of code suggestions and ensuring that the
virtual avatar’s recommendations remain up-to-date. Overall, the
system architecture and MR environment offer a more immersive
way for users to learn and apply the PP methodology, even without
a human partner.

4 CONVERSATIONAL AGENT EXTENSION
FOR VS CODE

The primary tool required for PP is an editor that allows the dri-
ver and the navigator to write and analyze code, respectively. We
adopt VS Code as the editor the user will use to write code and
interact with the conversational avatar. This choice was based on
the fact that developers widely use VS Code. Its functions can be
extended with third-party extensions written in TypeScript pro-
gramming language, making it an ideal choice for integrating with
the OpenAI API, which also supports TypeScript. The familiarity
with this editor helps developers adapt to the system more easily,
as they can continue to use their preferred coding environment
while leveraging the benefits of the CA extension.
2https://openai.com/blog/openai-api
3https://www.unrealengine.com/en-US/unreal-engine-5

We developed the CA extension that has multiple functions.
Firstly, the CA extension analyzes the user’s input and provides
suggestions accordingly. In particular, the extension can operate in
two modes: driver and navigator. In driver mode, the user, acting
as navigator, requests the extension to produce code based on a
specific topic or problem, such as finding the best algorithm for a
given task, fixing a specific error message, or writing a test case.
In navigator mode, the extension provides suggestions to the user,
which acts as the driver, based on the code they are currently writ-
ing. In this case, if the user has written code with syntax errors, the
extension could suggest possible corrections based on the context of
the code and the user’s input. This flexibility enables the developer
to switch roles during the PP session as needed. For example, a
less experienced developer may choose to start as the navigator to
receive more suggestions and guidance, while a more experienced
developer may prefer to start as the driver and rely on the system
for code completion or best practice suggestions. Additionally, the
extension could provide suggestions for code completion as the
user types or suggest best practices in coding, such as more efficient
or readable ways to write code. For instance, if the user writes a
loop that could be optimized, the extension could suggest a more
efficient implementation. To do this, the CA extension analyzes
the user’s input in real-time using VS Code’s built-in event system,
which listens for changes to the document and triggers the anal-
ysis process accordingly. The extension does not overwhelm the
user with too many suggestions but instead provides just the right
amount of feedback to help the user improve their code. Addition-
ally, the user can configure the CA extension to send suggestions
based on their preference, such as after writing a line of code, a
method, or a class. Furthermore, the user can manually trigger the
analysis process using commands provided by the VS Code exten-
sion, such as a keyboard shortcut or a menu option. The adaptability
of the system, along with its context-aware suggestions, ensures
that it caters to the developer’s level of expertise and provides ap-
propriate suggestions accordingly. After analyzing the user’s text,
the extension provides it as input to the OpenAI GPT 3.5 models,
which provide suggestions accordingly. OpenAI’s GPT-3.5 mod-
els are advanced language models based on deep neural networks
and are part of the GPT family of models. They are trained on a
massive amount of internet text data, allowing them to generate co-
herent and contextually relevant text based on given prompts. With
billions of parameters, GPT-3.5 models are currently the largest
publicly available language models, capable of capturing a wide
range of language patterns and nuances. They can provide relevant
and coherent suggestions or completions based on input prompts
by taking into account the surrounding text or prompt. GPT-3.5
models are versatile and can be fine-tuned for specific tasks, mak-
ing them applicable in various applications such as text generation,
summarization, and question answering. The generated text from
GPT-3.5 models closely resembles human-written text in terms of
style, tone, and grammar, making it sound natural and coherent for
various language generation tasks.

The suggestions provided by GPT-3.5 models are generated in
natural language, making them easily understandable and adaptable
to developers of different expertise levels. The system does not rely
solely on generating code snippets but also provides explanations,
corrections, and best practices in a human-readable form. This

https://openai.com/blog/openai-api
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allows developers of different levels to benefit from the suggestions,
regardless of their familiarity with specific programming languages
or concepts. If the suggestions are written in natural language and
not as code, the extension sends them to the application running
on the HoloLens device. The suggestions are sent as JSON files
through the LAN connection. Specifically, the CA extension is an
external client that sends HTTP POST requests to the HTTP server
running on the HoloLens device. The body of the POST request
contains the suggestions’ JSON file. The CA extension also receives
the status of the request from the server.

Another important feature of the CA extension is the possibility
for the user to choose its PP role. This can be done through an ex-
tension command that notifies the CA extension and the HoloLens
application of the user’s role. Figure 1 shows an example of a sug-
gestion with the user as a navigator.

Figure 1: Example of suggestion with the user as navigator.

5 CONVERSATIONAL AGENT MR
APPLICATION

The CAMR application is the server side of our system that runs on
the HoloLens device. This application is developed in Unreal Engine
5.1, a game engine well known for its ability to generate realistic
and immersive virtual environments. Necessary for our purposes is
the Unreal Engine’s MetaHuman4 feature, which is a cloud-based
creation system that allows for the creation of custom, high-quality
character models within minutes. The MetaHuman can even be
imported directly into UE5, making it an ideal choice for generating
a realistic avatar for our MR application. In the MR environment of
the CA application, the only virtual element present is the virtual
avatar, which sits next to the user and engages in a conversation
using the suggestions received from the CA extension for VS Code.

One of the challenges of creating our MR environment is cor-
rectly positioning the virtual avatar in the real world. To achieve
this, the CA MR application uses the Scene Understanding modules
of the HoloLens device. This module creates a spatial mapping of
the real world, whose mesh is represented as planes classified based
on their contextual interpretation, such as walls, floors, ceilings,
and tables. With this module, we make the CA MR application able
to track the position of the real floor and the desk where the user
is sitting, allowing the virtual avatar to be correctly positioned
relative to the user. The virtual avatar must also be animated to
make the user’s experience even more immersive. To create the
virtual user’s face animation, the suggestions received from the
CA extension are first converted into text and then transformed
into speech using a TextToSpeech plugin that integrates the Azure

4https://www.unrealengine.com/en-US/metahuman

Speech Service5 in UE5. The UE5 Sound Wave6 of the speech is
then used by the Metahuman SDK7 to create a lipsync animation
for the virtual user’s face. The avatar’s body assumes a sitting pos-
ture if it acts as the navigator and a sitting and typing posture if it
assumes the driver role. In the last case, the avatar is also equipped
with a virtual laptop. Figure 2(a) illustrates the user’s point of view,
showing their ability to view the computer screen with VS Code
running on it, along with the virtual avatar. Figure 2(b) shows the
entire MR environment, where the virtual avatar sits on the right
side of the user, providing useful suggestions.

6 PRELIMINARY EVALUATION STUDY
The evaluation of our proposed application for learning PP was
conducted as part of an ongoing research effort to address the
persistent issues of compatibility and remote collaboration in both
collocated and distributed PP contexts.

The evaluation followed a mixed-methods approach, combining
quantitative and qualitative data collection methods. The evalua-
tion was conducted in a real teaching scenario where university
programming students were randomly assigned to experimental
and control groups. The experimental group used our application
for PP, while the control group followed traditional in-person PP
methods. Data were collected through post-assessment surveys
and coding assessments. Coding assessment scores were used to
measure changes in participants’ coding skills, while post-session
surveys collected information on participants’ satisfaction with
the application’s features, usability, and effectiveness in addressing
the challenges of in-person and remote collaboration. Preliminary
results indicate that participants who used our application for PP
showed a statistically significant improvement in their coding skills
compared to the control group (p < 0.05). Post-session surveys
revealed high user satisfaction with the application’s features, us-
ability, and effectiveness in addressing the challenges of finding
and collaborating with a human partner. These preliminary results
suggest that our proposed application has the potential to address
the challenges of Distributed and In-presence PP in a real teach-
ing scenario. By avoiding potential incompatibilities between team
members, our application can potentially enhance the adoption of
PP as an effective teaching technique, especially in the context of
remote work.

7 CONCLUSIONS
In this paper, we presented an MR educational solution for PP that
leverages the assistance of a conversational intelligent virtual avatar
to guide and provide suggestions to the user during the PP process.
The proposed approach utilises the HoloLens MR device to create
an immersive environment where the user can view their physical
computer alongside a virtual avatar that serves as a navigator or
driver, depending on the user’s role.

5https://learn.microsoft.com/en-us/azure/cognitive-services/speech-service/
overview
6https://docs.unrealengine.com/5.1/en-US/API/Plugins/SoundUtilities/
USoundSimple/SoundWave/
7https://www.unrealengine.com/marketplace/en-US/item/
66b869fa0d3748e78d422e59716597b6
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(a) (b)

Figure 2: User’s point of view (a) and MR environment with the conversational virtual avatar as navigator (b).

Our system’s main innovation lies in integrating a CA extension
into VS Code to provide real-time suggestions for code improve-
ment, transmitted to the HoloLens app. The virtual avatar speaks
and interacts with the user, creating an immersive learning experi-
ence. A single developer can learn and apply the PP methodology
without a human partner in the MR environment, with the virtual
avatar offering guidance as the user codes. The MR environment
enables a natural interaction between the user and the avatar, en-
hancing the learning experience.

In conclusion, our MR educational solution for PP offers devel-
opers a novel way to learn and apply the PP methodology. In future
work, we plan to conduct more extensive and controlled evaluations
to obtain more robust evidence of our application’s effectiveness.
This includes investigating the long-term impact of the application
on participants’ learning outcomes to further refine the application
based on the feedback received.
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