
IOP Conference Series: Earth and Environmental Science

PAPER • OPEN ACCESS

Wake interaction in offshore wind farms with
mesoscale derived inflow condition and sea waves
To cite this article: A. Castorrini et al 2022 IOP Conf. Ser.: Earth Environ. Sci. 1073 012009

 

View the article online for updates and enhancements.

You may also like
Prospects for generating electricity by
large onshore and offshore wind farms
Patrick J H Volker, Andrea N Hahmann,
Jake Badger et al.

-

Anisotropic characteristics of mesoscale
fractures and applications to wide azimuth
3D P-wave seismic data
Yaojun Wang, Shuangquan Chen and
Xiang-Yang Li

-

Are global wind power resource estimates
overstated?
Amanda S Adams and David W Keith

-

This content was downloaded from IP address 193.204.23.153 on 18/11/2022 at 11:34

https://doi.org/10.1088/1755-1315/1073/1/012009
/article/10.1088/1748-9326/aa5d86
/article/10.1088/1748-9326/aa5d86
/article/10.1088/1742-2132/12/3/448
/article/10.1088/1742-2132/12/3/448
/article/10.1088/1742-2132/12/3/448
/article/10.1088/1748-9326/8/1/015021
/article/10.1088/1748-9326/8/1/015021
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsvCFpZa59iZcbn1aZ-RZfVR0v6GJ7OoAxxCU3e03fiy5Bb0dl9YHgJGclMWwLVKWg2XfP1pXpQwPmWHOvwF0n5GVVsC-vY0gCF3Df_eHuCbxd6pEWcH5xlsXA3Xf9K4qzuJVSKfCFLAmm2qR93qSwcJFISP9hldiSzRqSFbjzGtJvrwWRpfW52a1QAIRDqeKxzrrqRnalS3dWJ7qaeTHxWq6FfvXwszl7tM7Sp81V-SgXDc9ip4pvqVULqhYvbxVyDGjWWXmWJjzi3IVhsBEpI0a75TiTf5eqdN9dfuVQD7uA&sai=AMfl-YQAkOl3xizpAEwTBYj2VJZfy8U16_MZ7wi1dICcyuUEIlBPmdFpRYxblGpF_RwcMGoTyMgER7GWwloMCnhlHA&sig=Cg0ArKJSzNnNAND1x7j7&fbs_aeid=[gw_fbsaeid]&adurl=https://ecs.confex.com/ecs/243/cfp.cgi%3Futm_source%3DIOP%26utm_medium%3Dbanner%26utm_campaign%3D243Abstract


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

20th World Wind Energy Conference & Exhibition (WWEC 2022)
IOP Conf. Series: Earth and Environmental Science 1073 (2022) 012009

IOP Publishing
doi:10.1088/1755-1315/1073/1/012009

1

 
 
 
 
 
 

Wake interaction in offshore wind farms with mesoscale 

derived inflow condition and sea waves 

A. Castorrini1, L. Tieghi2, V.F. Barnabei2, S. Gentile3, A. Bonfiglioli1, A. Corsini2, 

F. Rispoli2. 

1 School of Engineering, University of Basilicata, Potenza, Italy 

2 Department of Mechanical and Aeronautical Engineering, University of Rome La 

Sapienza, Roma, Italy 

3 CNR Italian National Research Council – IMAA, Tito Scalo (PZ), Italy 

 

E-mail: alessio.castorrini@unibas.it 

 
Abstract. Numerical simulation is an indispensable tool for the design and optimization of 

wind farms layout and control strategies for energy loss reduction. Achieving consistent 

simulation results is strongly related to the definition of reliable weather and sea conditions, as 

well as the use of accurate computational fluid dynamics (CFD) models for the simulation of 

the wind turbines and wakes. Thus, we present a case study aiming to evaluate the wake-rotor 

interaction between offshore multi-MW wind turbines modelled using the Actuator Line Model 

(ALM) and realistic wind inflow conditions. In particular, the interaction between two DTU10 

wind turbines is studied for two orientations of the upstream turbine rotor, simulating the use 

of a yaw-based wake control strategy. Realistic wind inflow conditions are obtained using a 

multi-scale approach, where the wind field is firstly computed using mesoscale numerical 

weather prediction (NWP). Then, the mesoscale vertical wind profile is used to define the wind 

velocity and turbulence boundary conditions for the high-fidelity CFD simulations. Sea waves 

motion is also imposed using a dynamic mesh approach to investigate the interaction between 

sea waves, surface boundary layer, and wind turbine wakes and loads. 

1. Introduction 

 

Off-shore wind power represents the most promising branch of the wind technology, because of the 

availability of high-speed wind resource and large areas available to build the power plants. Wind 

turbines clustering, however, leads to the interaction of the wake generated by upstream turbines over 

the downstream ones, resulting in an unbalanced power production and uncontrolled structural loads. 

For this reason, it is crucial to design and optimize the wind farm layout to maximize the power 

production and control the wake losses. In addition, control strategies have been proposed and 

developed in recent years to reduce the cumulative effect of wake losses. These control strategies are 

mostly based on the deflection of front turbines wake through a rotor-wind misalignment (non-zero 

yaw angle). Examples are the work of [1], in which an optimal yaw control law has been evaluated on 

a six turbines wind farm layout, showing that the maximum cumulative power output could be reached 

for non-zero yaw angles assigned to the upstream rotors. Another example is [2], where the authors 

used wind tunnel tests to optimize the total power output and found an optimal yaw angle ranging 

between 16° and 20°. 
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Most of the studies about wind farm wakes use the actuator line model (ALM) and a standard 

approach to simulate the wind field based on the Reynolds Averaged Navier-Stokes (RANS) or Large 

Eddy Simulation (LES) [1]. The wind conditions implemented at the CFD boundaries usually employ 

reference wind profiles, either considering neutral stratification, or including corrections for non-

neutral planetary boundary layer (PBL) based on the Monin-Obukhov Similarity Theory (MOST) [3]. 

However, wind turbine prototypes featuring 15 MW of rated power have rotor diameters up to 240 

meters and tower heights in excess of 150 meters [4][5]. Therefore, a modern offshore wind turbine 

covers a large portion of the PBL, facing a wind flow characterised not only by different stability 

conditions, but also including large-scale convection, wind veer and non-monotonic variations of the 

velocity direction and magnitude with the elevation. 

Mesoscale simulations can describe most of the abovementioned features of the real PBL, but 

typically feature low spatial resolution because of the large area (hundreds of kilometres) covered by 

the computational domain used in the meso-scale simulation. Multi-scale approaches based on the 

NWP/CFD coupling, such as the one used here, have demonstrated the capability to increase the 

spatial resolution on a specific target area, thus enabling the wind industry and academia to use 

realistic wind inflow in the study of wind farm aerodynamics [7]. 

Interface and coupling of mesoscale with local scale simulation of the wind has been extensively 

treated in the literature on pollutant transport [8], evaluation of wind and wind loads in urban areas [8], 

and wind energy [10][11][12][13]. A common approach consists in using the mesoscale simulation to 

generate boundary conditions for a local scale turbulent simulation on the wind farm area based on the 

Reynolds-Averaged Navier Stokes (RANS). In this approach, the RANS model is made consistent 

with the profile supplied by the mesoscale simulation by including appropriate modifications in the 

momentum and turbulence closure equations, and in the wall and inflow modelling. The framework 

that will be adopted in this study is the one developed in [7]: it relies on the RANS model adaptation 

proposed by Richards et al. [14], Temel et al. [15] and Sogachev et al.[16]. 

Although most of the studies about wind turbines (WTs) rely on a RANS numerical approach, the 

limitations of such methods in presence of unsteady phenomena are very well acknowledged [17]. 

Therefore, in this paper, the simulations that account for the presence of the WTs make use of an 

hybrid LES-RANS approach called Delayed Detached Eddy Simulation (DDES) [18]. The DDES is a 

variant of the standard DES model, with a different computation of the length scale. The DDES model 

achieves an LES level of accuracy in the detached flow and far field regions wherever the grid is 

sufficiently fine, whereas it reverts to RANS modelling in the boundary layer, but also in those far-

field regions where the grid is coarse. The effectiveness of DDES in reproducing complex terrains 

features was already reported by Schulz et al. in [19], clearly highlighting the variation in power 

spectrum of the turbine with respect to a flat terrain. In [20] Sørensen et al. observed that standard 

RANS approaches overpredicted the mechanical power around wings and airfoils at higher wind 

speeds and that the transport of momentum far downstream are not correctly reproduced. Rahimi et al. 

[21] compared RANS and DDES modelling and found that the latter provides better resolution of the 

turbulent kinetic energy (TKE) and a more realistic vortex shedding.  

In this paper the interaction between the WTs and the wind field is modelled using the ALM. 

ALM, first introduced by Sørensen in [22], amounts to add a source term in the Navier-Stokes 

equations that is based on the geometrical and aerodynamic characteristics of the WT. ALM has been 

successfully applied to a wide range of conditions, such as uniform or turbulent inflows [23][24]. 

Recently, ALM-based LES simulations were carried out to simulate the wind flow in wind farms [25]. 

In [26], a comparison between experimental measurements and both Actuator Disk Model and ALM is 

performed, highlighting a good agreement, with the ALM correctly reproducing complex flow features 

such as tip vortices. However, as pointed out in [27], there is still need to investigate the interactions 

between turbine wakes, especially in presence of real turbulent and unsteady aerodynamic flows.  

In this study, we present an analysis of wake control and wake-rotor interaction using the ALM and 

an advanced CFD framework that allows to test the system taking into account a realistic wind inflow. 

We study a simple wind farm layout consisting of two 10MW turbines immersed in a wind field 



20th World Wind Energy Conference & Exhibition (WWEC 2022)
IOP Conf. Series: Earth and Environmental Science 1073 (2022) 012009

IOP Publishing
doi:10.1088/1755-1315/1073/1/012009

3

 
 
 
 
 
 

obtained using a multi-scale simulation. The multi-scale approach combines mesoscale wind 

predictions obtained from an NWP code with local-scale turbulent flow simulations obtained from a 

CFD code. More precisely, the wind profile is obtained by downscaling the mesoscale wind prediction 

at a selected offshore site over a time-frame characterized by a non-uniform wind velocity profile. The 

WTs are aligned with the average wind direction and the upstream rotor is simulated both in wind-

aligned and yawed conditions. For each of these two setups, we investigate the effects of the 

interaction between the wakes and the wind field, the wakes and the second rotor, and the effect of the 

yaw misalignment as a possible wake-loss-mitigation system. A preliminary unsteady RANS 

(URANS) simulation based on the k-ω SST model is used to downscale the mesoscale wind 

prediction, thus providing the local-scale wind profile at the site. Then, two DDES including the WTs 

as two ALM rotors, are performed to obtain the results. The presence of the sea waves is also 

accounted for in this study using a dynamic mesh approach, whereby the wave motion is prescribed 

using a dynamic displacement of the sea surface patch in the local-scale simulation. 

 

2. Methodology 

 

The methodology used in this paper consists in generating first a reliable wind inflow condition for 

the local-scale CFD simulations. This is done by performing a mesoscale simulation of the atmosphere 

in the region surrounding the target location selected for the test, which will be more precisely defined 

in Section 3. The result of the mesoscale simulation is used to generate boundary conditions for the 

local-scale simulation and then downscaled over the target area by performing a URANS simulation 

over a 10-minute time interval. Finally, a local-scale DDES simulation is performed which accounts 

for the presence of the WTs by means of the ALM.   

The mesoscale simulation has been performed at the Institute of Methodologies for Environmental 

Analysis of the National Research Council (IMAA-CNR) using the WRF ARW system version 4.3 

[28]. The WRF-ARW is released by the National Center for Atmospheric Research (NCAR, 

http://www.wrf-model.org), and it solves the Eulerian compressible non-hydrostatic equations, using a 

mass vertical coordinate varying with the height on a staggered Arakawa-C grid. The local resolution 

can be increased with one- or two-ways horizontal nesting. Several multiphysics parameterizations are 

available including cumulus convection, microphysics, radiation, planetary boundary layer and land-

surface modelling [28][29]. In this work, the Mellor–Yamada Nakanishi and Niino Level 2.5 

(MYNN2.5) [30] have been selected as PBL scheme. This scheme includes a closure equation for the 

TKE allowing the mesoscale simulation to provide boundary conditions also for the turbulent kinetic 

equation in the local-scale simulation. 

The wind downscaling procedure follows the methodology presented in [7]. The target location is 

first identified on the map and made to coincide with the centre of the wind farm. This location is also 

taken as the centre of the CFD domain, whose lateral width is defined using the four neighbouring 

adjacent cells of the mesoscale grid as shown in Figure 1. 

To generate the boundary conditions, the wind velocity components and turbulent kinetic energy at 

all vertical levels are exported from WRF-ARW in the form of time series within the 5x5 mesoscale 

grid-points surrounding the target location, see Figure 1. The data is interpolated at each local-scale 

time step over the boundaries of the local-scale domain using cubic interpolation. Linear interpolation 

is employed to project the time-dependent mesoscale data to the finer time scale used for the URANS 

and DDES simulations. We use a log-law to fit the vertical profile of the wind in the first 10 meters 

above the water surface, where mesoscale data are not available.  

The boundary conditions and location of the top surface are selected in order to ensure that the 

local-scale solution close to the upper boundary of the CFD domain almost overlaps with the 

mesoscale prediction.  

The turbulence closure model adopted in the local-scale simulations relies on the two equations k-ω 

SST model with model constants defined as prescribed in [16] and [15]. Additional source and sink 

http://www.wrf-model.org/
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terms are added to the turbulence and momentum equations to account for Earth rotation, ambient 

turbulence, and geostrophic wind drag.  

At the sea surface we account for the presence of small-scale roughness and resolved sea waves. In 

most RANS simulations of the PBL, the surface roughness and the flow field close to the sea (or 

terrain) are modelled using wall functions. In this study, we apply the model presented in [31], which 

is a variation of the standard wall functions corrected for PBL simulations. The roughness length used 

for the water surface is estimated using Charnock’s relation [32] and set equal to z0 = 0.5 mm. 

The waves are also modelled in the simulation by prescribing the motion of the grid points at the 

sea surface using the following vertical displacement law (based on [33]): 

 

H(t,x,y) = Hs cos(k x cos θ + k y sin θ – 2 π f t + ϕ) 

 

Here, H is the elevation of the water surface above the mean sea level (z = 0 m), f is the wave 

frequency, λ the wavelength, Hs the maximum amplitude, k=2πλ is the wave number, θ is the angle 

between the x-axis (i.e. East direction of Figure 1) and the direction of wave propagation (we assume 

that the waves propagate in the same direction of the mean wind), ϕ is the phase angle, and x, y, and t 

are the sea surface and time coordinates. The displacement at the boundary is propagated using a 

dynamic morphing of the mesh based on [34][35]. In our case, the displacement H of the sea surface is 

prescribed as a time dependent boundary condition to a Laplacian solver, which computes the 

displacement of the internal grid nodes. 

The local scale simulations have been performed using OpenFOAMv2012 [36], an opensource 

library largely adopted for CFD applications.  

 

 

 
Figure 1 - Mesoscale and local-scale domains. 

 

 

As already mentioned earlier, the two WTs are modeled using an ALM approach, which amounts 

to add source terms in the linear momentum equations that depend on both the geometry of the 

turbines and the aerodynamic properties of the blade sections [22]. The coupling of the ALM and 

OpenFOAM is based on the turbinesFoam implementation[38].   

The computations were carried out using a DES model. The DES model is a hybrid URANS-LES 

approach that aims at resolving the boundary layer using the RANS approach and to simulate the 

detached eddies with LES [39]. The switch between the two models depends upon a local length scale 

d, computed as: 

 

d = min (d, CDES) 

 

where d is the wall distance for RANS computations, CDES is usually a constant value depending on 

the turbulence model and set to 0.61 in this case. The value of  is given by the maximum cell length, 

is evaluated for each cell, and determined by the grid resolution. In such formulation, the term d 
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controls the switch between the URANS and LES. In the standard DES k-ω SST formulation, if the 

wall-tangential dimensions of the cells are smaller than the boundary layer thickness, the LES 

formulation is used in place of the URANS model, leading to incorrect predictions. This limitation is 

overcome by the DDES model, that corrects the length scale d by introducing a blending function that 

depends on the velocity gradients and both the kinematic and turbulent viscosities [40].  

 

3. Definition of the case study and simulations 

 

The target site selected for this study is the location of the FINO2 platform [41], an offshore research 

platform located in the Baltic Sea (55° 00’ 24.94’’ N, 13° 09’ 15.08’’ E), 35 km from the land.  For 

this location, LIDAR wind measurements are available for a period ranging from July 2011 to July 

2012 [42]. Screening the measurements, we selected a winter day (15 of December 2011), to perform 

the 24h reanalysis using the WRF-ARW. The 10 minutes time interval extracted for this test-case is 

characterised by a velocity profile featuring moderate turbulence and strong wind veer in the firsts 400 

meters above the sea level (a. s. l.), and it corresponds to the time frame ranging from 10:30 to 10:40. 

3.1. Simulation setup and computational domain 

The mesoscale grid is made up of two domains nested in two-way mode. The low-resolution 

domain (400 × 300 cells) covers an area of 1500 squared Mm with a grid spacing of 3.6 km; the nested 

grid (d02 in Fig. 1, 463 × 385 cells) covers an area of 260 squared Mm around the target location and 

it has a resolution of 1.2 km. WRF-ARW uses as initial and boundary conditions the analysis at 0.125 

degrees of the High Resolution (HRES) model released by the European Centre for Medium-range 

Weather Forecasts (ECMWF). The WRF-ARW vertical grid has 40 vertical levels, ranging from the 

surface to an upper boundary set to 100 hPa. The vertical levels are unequally spaced featuring a first 

level at approximately 10 m a. s. l. and 15 levels within the PBL. The time integration scheme is a 

third order Runge–Kutta, with a time step of 20 s for the largest domain and to 6.67 s for the finest 

domain. 

The day of the analysis is characterized by the presence of two dominant synoptic structures: 

Siberian High-pressure in the west side of Europe, and a low-pressure zone (960 hPa) centered in the 

north Atlantic Ocean. This baric configuration causes a strong flow from the South over the target 

area. 

The local-scale domain has a lateral size of 4.8 km, and a vertical size set to 600 m. This size is 

large enough to cover the portion of the PBL occupied by the wind farm, and it is high enough to 

ensure that the wind velocity profile of local and meso-scale simulations match above the surface 

layer.  

The computational mesh used for the local-scale simulations has been created using the cfMesh 

library [43]. Several levels of refinement are adopted to reduce the number of cells in the far field. 

Figure 2 shows a sketch of the computational domain and the refinements. In particular, the mesh has 

been set up to contain a refinement for the sea wave’s region, an inflation layer for all the sea surface, 

a refinement for the wake of the two turbines, and two refinement regions for the rotors WT1 and 

WT2. The refinements of the rotors are different only in their extension, the one for WT1 is larger than 

the one of WT2, to host also a yawed rotor configuration without changing the mesh. The final mesh is 

a Cartesian type mesh with 22 million cells: its smallest element is 0.5 m length and 0.1 m height and 

the largest one 150 m wide.  

The wavelength adopted for the sea waves is 30 meters, and a minimum size of 0.5 meters is 

imposed to the ground cells to correctly resolve the wave geometry. 

Figure 3 shows the velocity boundary conditions interpolated on the local scale domain from the 

mesoscale solution at the initial time of the URANS simulation. 

 



20th World Wind Energy Conference & Exhibition (WWEC 2022)
IOP Conf. Series: Earth and Environmental Science 1073 (2022) 012009

IOP Publishing
doi:10.1088/1755-1315/1073/1/012009

6

 
 
 
 
 
 

 
Figure 2 - Local scale computational domain, WTs location, and mesh refinement regions 

 

 
Figure 3 - Initial wind velocity and temperature at the lateral boundary patches of the local scale domain 

 

A first steady RANS simulation is performed to initialize the flow field to the condition at 10:30 

a.m., then, an URANS simulation is performed for 600 seconds to obtain the averaged wind profile 

without the WTs. Finally, the DDES simulation is run for 250 seconds with the two WTs simulated 

using the ALM. In the URANS and DDES simulations, the time dependent boundary conditions are 

generated and applied to the boundary patches through a table-lookup approach relying on the 

timeVaryingMapped-FixedValue and freestream function of the OpenFOAM library.  

The SIMPLE and PIMPLE algorithms are used as non-linear solvers for the steady and unsteady 

simulations, respectively. The Euler first order time integration scheme with a time step of 0.05 s is 

used for the time-accurate discretization of the unsteady simulations. Second order upwind schemes 

are used for the divergence and gradient terms of the velocity, and turbulence variables. The pressure 

is solved using a GAMG solver, while all the other variables are evaluated with smoothSolver. 

3.2. Wind turbine models, layouts and configurations 

The turbine selected for this study is the DTU10, a reference off-shore wind turbine designed by 

Bak et al. [5][6]. The DTU10 is a three-blade upwind HAWT designed to have a rated power of 

10MW at a nominal wind speed of 11.4 m/s with 9.6 rpm of rotor velocity. It has a rotor diameter of 

178.3 and a hub height equal to 119 m. The turbine operates between a cut-in speed of 4 m/s and a cut-

out speed of 25 m/s. 
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In the present study, two DTU10 turbines are placed in the computational domain at a relative 

distance of 7 rotor diameters. The upstream turbine (WT1) is operating at two different orientations in 

the two simulations: in the first one, WT1 is aligned with the main direction of the wind, while in the 

second simulation WT1 is oriented with a yaw angle of 20° counted positive from East to North. The 

downwind turbine WT2 is always aligned with the main direction of the wind.  

Both turbines are modelled with the ALM, and each blade is discretized with 40 elements. The 

turbines operate at fixed TSR= 7.237. The tip and root effects are accounted for using the Glauert 

model [37]. The presence of the hub is considered for both the turbines using a drag element, while the 

effects of the towers are neglected.  

4. Results 
 

A first steady RANS simulation has been performed to initialize the flow field for the URANS and 

DDES simulations. Figure 5 shows the vertical profiles of the wind velocity magnitude, wind direction 

(angle of the wind velocity with respect to the x-axis), and turbulent kinetic energy, computed in the 

steady RANS, URANS and WRF-ARW simulations performed without the wind turbines, and 

averaged over the 10 minutes timeframe defined in Section 3. We can see how the velocity magnitude 

profile does not follow a monotonic trend, starting to decrease around 150 metres a. s. l.. The direction 

of the wind vector also exhibits a significant rate of rotation toward the East (x-axis direction) above 

150 m a. s. l.. This behaviour is an effect of the large-scale convection in the PBL, and it could be 

observed and reproduced in the CFD simulations thanks to the multiscale approach adopted in this 

study. 

The velocity and turbulence profiles of Figure 4 show also the effect of resolving the wave motion 

of the sea surface. The presence of waves in the URANS simulation increases turbulence in the first 50 

meters a. s. l., and reduces the average wind speed, when compared with the RANS solution, which 

cannot account for the motion of the sea surface. 

 
Figure 4 - Average wind vertical profile at the centre of the CFD domain, URANS simulation without the WTs 

 

The turbine power computed in the DDES simulations with ALM is reported in Figure 5. The 

values are obtained by time-averaging the rotor power over a single revolution after 200 seconds of 

simulation. Even though the wind velocity at the hub is close to the rated value, the power output of 

the upstream turbine in the first simulation (no yaw) is only 7.72MW, rather than the 10MW of 

expected rated power. The downstream rotor only generates 4.11 MW because of the inflow velocity 

deficit associated with the wake of the upstream turbine. In the second (yawed) simulation, there is an 

additional power loss in the first wind turbine due to the yaw control, which decreases the power 

output from 7.72 MW to 6.84 MW. The power lost because of the yawed rotor is partially recovered 

by a small increase in the power generated by the downstream turbine (4.30 MW). Globally, the 
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yawed configuration is producing 5.8% of power less than when both rotors are aligned with the main 

wind. 

 
Figure 5 - Single and combined turbine power output in the two simulations 

 
The influence of the upstream rotor misalignment can be partially analyzed by observing the 

velocity field.  

Figure 6 shows a horizontal slice of the domain, taken at the hub height. In the first simulation, 

shown on the left frame of Fig. 6, the wake of the first rotor dominates the flow upstream of WT2, 

which operates with an inflow wind speed that is sensibly lower (4 m/s in the lowest speed portion of 

the wake) than the rated wind speed. In the second simulation with WT1 in yawed configuration, 

shown in the right frame of Fig. 6, the wake of WT1 is sensibly different. The central region of the 

wake, corresponding to the wake shed by the hub, interacts with the core of the wake after 

approximately 2 diameters. At the WT2, two major effects can be observed. First, we notice that a 

reduced portion of the WT2 rotor area interacts with the wake shed by WT1 with respect to the case 

when both rotors are aligned with the wind. A second observation has to do with the wake of WT2, 

which exhibits high mixing and turbulence. This effect is less pronounced in the wake computed in the 

first simulation. Then, the WT2 wake aligns with the main flow around 15 diameters downstream 

from WT2. 

Figure 7 shows the section of the WTs wakes computed in the two simulations, at different axial 

coordinates. The slice planes are normal to the average wind direction computed at the hub height. The 

wake distortion in the yawed WT1 case is more pronounced in the second simulation, while in the 

aligned configuration, the wake is more axially symmetric. We can observe that the non-uniform wind 

profile affects the wake by generating a rolling effect on the wake that pushes it down, and this effect 

is more pronounced in the second simulation. At the rotor of WT2, a significant difference is found in 

terms of the shape and location of the upstream WT wake, that appears more stretched in the second 

simulation. Because of this deformation, the upper half of the WT2 rotor disk sees higher velocities, 

ranging between 8 to 11 m/s, with respect to the aligned setup. This observation can be also seen in 

Figure 8, which shows a slice of the velocity field in a plane defined by the main wind direction and 

the vertical axis. Figure 8 also shows a stronger interaction between the boundary layer developed 

over the sea waves and the aligned WT1 wake, as observable from the presence of a high-speed region 

in the area above the sea surface, immediately upstream of WT2. 

A visualization of the turbulent structures can be performed by using the Q criterion. Figure 9 

shows iso-surfaces of Q = 0.001 coloured using the flow velocity magnitude. It is possible to see how 

the wind-rotor misalignment of WT1 induces a deformation of the tip vortices and a deflection of the 
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wake’s core trajectory. The higher turbulence produced by the interaction between the yawed WT 

wake and the second rotor is also highlighted in this figure.   

 
Figure 6 - Comparison between the aligned and yawed cases: instantaneous velocity fields at h = 119 m (hub 

height) 



20th World Wind Energy Conference & Exhibition (WWEC 2022)
IOP Conf. Series: Earth and Environmental Science 1073 (2022) 012009

IOP Publishing
doi:10.1088/1755-1315/1073/1/012009

10

 
 
 
 
 
 

 
Figure 7 - Comparison between the aligned and yawed cases: spatial development of the wakes at different axial 

coordinates 

 
Figure 8 - Comparison of the two cases: instantaneous velocity on a vertical plane 
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Figure 9 - Comparison between the aligned and yawed configurations: iso-surfaces of Q=0.001 coloured with 

instantaneous velocity 

5. Conclusions 

The paper reports the results of numerical simulations performed to study the aerodynamics of an 

offshore wind farm composed of two 10 MW wind turbines. The objective is to verify, using high 

fidelity numerical analyses, the interactions between a realistic wind field, the wind turbines wakes, 

and the rotors. Two sample setups have been investigated in the framework of wake loss analysis and 

control. In both cases the two rotors are aligned with the main wind direction; in the first configuration 

the two rotor axes are aligned with the main wind direction, while in the second configuration, a 

nonzero yaw angle is prescribed to the upstream rotor. 

The wind field simulation is based on a multi-scale approach, in which boundary conditions for the 

local-scale CFD simulations are generated using a meso-scale NWP tool. The downscaling procedure 

allows the mesoscale solution to be interfaced with a local-scale CFD simulation based on either 

RANS or DDES models, thus obtaining a higher spatial resolution of the wind field than it is possible 

using NWP alone. The presence of the wind turbines is then simulated using the ALM, achieving a 

high accuracy of the aerodynamic field of the wakes at a sustainable computational cost. 

In the testcase examined, we observed that yawing the first rotor does not seem to improve the 

overall performance of the wind farm. Indeed, the yaw angle of the WT1 induces a deviation of the 

wake that interacts with a smaller portion of the WT2 rotor. Therefore WT2 produces more power 

than in the case with both rotors aligned. However, this effect is not sufficient to recover the power 

lost by having the WT1 working in misaligned condition. The interaction of the wake with the second 

rotor gives rise to higher turbulence in the yawed condition than when both rotors are aligned. The 

results show also significant interference of the wind veer on the wake generation and transport. 
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