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A B S T R A C T   

Comprehensive infiltration models can simultaneously describe transient and steady-state infiltration behaviors, 
and therefore can be applied to a range of experimental conditions. However, satisfactory model accuracy re-
quires proper parameterization, including estimating the transition time from transient to steady-state flow 
conditions (τcrit). This study focused on improving the estimation of two parameters – τcrit and a second constant 
called a – used in a comprehensive, explicit, two-term model for single ring infiltration (hereafter referred to as 
the SA model). Different studies have recommended that a should be as low as 0.45 to as high as 0.91. 
Furthermore, τcrit is often obtained a-priori by assuming that steady-state conditions are reached before the end 
of an infiltration run. However, there has not been a systematic analysis of those terms for different soils and 
infiltration conditions. To investigate these open issues related to the use of the SA model, here we introduce a 
novel, iterative method for estimating τcrit and the parameter a. We then applied this method to both analytical 
and experimental infiltration data, and compared it with two existing empirical methods. The analytical infil-
tration experiments showed that τcrit was approximately 1.5 times larger than the maximum validity time of a 
similar two-term transient infiltration model. Further, the iterative method for obtaining τcrit had minimal effects 
on the a term, which varied between 0.706 and 0.904 and was larger for finer soils and when small water sources 
were used. Application of the proposed method was less efficient with experimental data. Only ~ 33% of the 
experiments yielding plausible estimates of a (i.e., a < 1), indicating that these infiltration model parameters 
often have high uncertainty. The successful runs indicated that a depended on the rate at which the initial 
infiltration rate approached the final infiltration rate. Depending on the fitting algorithm used, a had mean 
values of 0.74–0.78, which were intermediate between those suggested by previous studies. Altogether, these 
findings expand the applicability of the SA model by providing new methods for estimating τcrit and by showing 
that a does not need to be fixed a-priori. We expect that these advances will result in more reliable estimations of 
soil hydrodynamic parameters, including hydraulic conductivity.   

1. Introduction 

Field infiltration experiments are often used to determine soil satu-
rated hydraulic conductivity, Ks, or near-saturated variations with 
minimum disturbance to the sampled soil volume (Angulo-Jaramillo 
et al., 2016; Bouma, 1982). Single ring infiltration tests offer the ad-
vantages of being easy to conduct and requiring minimal and 

inexpensive equipment. Three-dimensional flow from a single ring can 
be simulated by numerically solving the axisymmetric Richards equa-
tion with finite element codes (e.g., Šimůnek et al., 2018). However, 
estimating soil hydraulic parameters from numerical inversion of infil-
trometer experiments is cumbersome and may experience a number of 
problems related to computational efficiency, convergence, and 
parameter uniqueness (Lazarovitch et al., 2007; Russo et al., 1991). 
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Explicit solutions that account for three-dimensional flow paths in the 
soil are thus preferred for interpreting infiltration from a single ring 
source (Dohnal et al., 2016; Smith et al., 2002). Many formulations 
describe three-dimensional flow using the so-called α* parameter, which 
is often considered the reciprocal of soil macroscopic capillary length, λ, 
(Reynolds and Elrick, 2002). 

At the same time, infiltration solutions need to account for the 
different phases of typical infiltration processes, which progress from an 
initial transient phase to a subsequent steady-state phase. Some models, 
e.g., Reynolds and Elrick (1990), determine Ks from three-dimensional, 
steady, ponded flow out of the ring. These approaches require reliable 
steady-state infiltration rate data, which can be impractical in some 
cases if the equilibration time is particularly long (Bagarello et al., 
2019). By contrast, models that make use of the transient stage of the 
infiltration process overcome uncertainties about the time at which 
steady-state flux is attained. Their interpretation allows for shorter ex-
periments and smaller sampled volumes of soil, which provides better 
agreement with the hypotheses of homogeneity and initial uniform 
water content assumed by infiltration models (Di Prima et al., 2016; 
Vandervaere et al., 2000). However, these transient approaches require 
accurate measurement in the early stage of infiltration, which can be 
challenging under specific field conditions such as highly permeable, 
slightly sorptive and water-repellent soils (Di Prima et al., 2019). 

The limitations associated with models focused exclusively on tran-
sient or steady-state behaviors has led to the development of several 
comprehensive models that can be applied under different infiltration 
stages (i.e. from early time to steady state conditions) and various initial 
and boundary conditions at the soil surface. One of the earliest 
comprehensive models for three-dimensional cumulative infiltration, I, 
vs. time, t, from a disk source into an initially unsaturated soil was 
proposed by Haverkamp et al. (1994). This solution is valid for any 
infiltration time, but can be complex to apply due to its implicit form. Its 
explicit expansions, valid for transient and steady-state infiltration 
stages, have successively been applied in a procedure known as Beerkan 
Estimation of Soil Transfer (BEST) parameters (Lassabatere et al., 2006), 
which allows a complete soil hydraulic characterization from a single 
ring infiltration test complemented by some basic soil physical charac-
terization. One limitation of the Haverkamp model is that it was 
developed for tension infiltrometers, where the surface pressure head is 
less than or equal to zero and the disk source rests on the soil surface, 
making it less accurate in situation where source pressure head or ring 
insertion depths are positive (Stewart and Abou Najm, 2018a). The 
Haverkamp model also is only strictly valid under relatively dry initial 
soil water contents, i.e. the ratio of initial soil water content to saturated 
water content below 0.25. 

Wu et al. (1999) proposed a generalized solution to infiltration from 
single-ring pressure infiltrometers which removed the requirements of 
steady-state and allowed estimation of Ks from the whole I(t) curve 
without assuming a pre-established value of the soil macroscopic 
capillary length or α* parameter. Building on the Wu et al. (1999) and 
Reynolds and Elrick (1990) solutions, Stewart and Abou Najm (2018a,b) 
developed a comprehensive infiltration model (SA model) for single ring 
source that appears to be particularly flexible as compared to other 
models. Specifically, it accounts for different ring sizes and depths of 
insertion, initial water contents, transient and steady-state infiltration 
behavior, and non-zero water supply pressures. However, the SA model 
uses a scaling parameter, referred to “a”, whose exact value is subject to 
some debate. For example, Wu and Pan (1997) fitted a dimensionless 
infiltration equation to the numerically simulated single-ring infiltration 
data for three representative soils (sand, clay, sandy-clay-loam) and 
obtained a = 0.91, a value that was subsequently used in an infiltration 
model by Wu et al. (1999). By analogy with Philip (1990), Stewart and 
Abou Najm (2018a) suggested that a should instead be equal to 0.45, i. 
e., approximately one half of the value recommended by Wu and Pan 
(1997). Those authors included a sensitivity analysis as on the a 
parameter, which showed that a varies between different soil types and 

initial water contents. These different recommendations and results 
imply that the a parameter warrants further investigation. 

At the same time, application of either the SA model or the Haver-
kamp model requires estimates for the timescales over which the tran-
sient infiltration solutions are valid. In the SA model, the transition time 
is defined by τcrit, which was specified by Stewart and Abou Najm 
(2018a) to ensure continuity in the expressions for both infiltration rates 
and cumulative infiltration amounts. The Haverkamp model defines a 
slightly different term tmax, which represents the maximum time over 
which the transient solution applies. Both terms can be analytically 
defined (see Theory), and moreover, for null pressure head at the infil-
tration surface and depth of ring insertion equal to zero, the SA model 
and the explicit expansion of the Haverkamp model describe the same 
process and, thus, can be compared to identify the relationship between 
τcrit and tmax. 

Identifying τcrit and tmax based on infiltration measurements poses a 
related set of challenges, as the parameters required to estimate these 
timescales are typically unknown a-priori. Assuming the steady-state 
conditions are reached before the end of an infiltration run, Di Prima 
et al. (2019) estimated the transition time as the first value for which 
linear regression line conducted for the last three I(t) data points de-
viates from the measured cumulative infiltration by a fixed threshold, 
often fixed at 2% following Bagarello et al. (1999). This approach may 
introduce considerable uncertainty in cases where steady-state condi-
tions have not actually been met, thus warranting more study of this 
estimation approach. Furthermore, this method may identify τcrit values, 
and by extension infiltration model parameters, that violate the 
requirement that infiltration rate be continuous between the transient 
and steady-state phases. 

This study investigates three open issues related to the use of the SA 
model for single ring infiltration: 1) how comparable is τcrit with the 
maximum time, tmax? 2) how sensitive is τcrit to the empirical criterion 
used to fit it? 3) how does the scaling parameter a depend on different 
experimental conditions and can it be related to the parameters of 
Haverkamp model? To answer these questions, we applied an optimi-
zation procedure with a constraint among the infiltration coefficients to 
fit the SA model to both analytical and experimental infiltration data. 
We used that procedure to derive τcrit and the associated value of a for 
each infiltration process. The outcomes of proposed approach, which 
involves a simultaneous and coherent use of both transient and steady- 
state infiltration data, is then discussed on the basis of theoretical con-
siderations and comparison with simplified approaches to estimate the 
transition time. 

2. Theory 

2.1. Infiltration model 

Stewart and Abou Najm (2018a), building on the Wu et al. (1999) 
and Reynolds and Elrick (1990) solutions, developed the following 
explicit expressions of transient and steady-state three-dimensional (3D) 
cumulative infiltration, I (L), from a surface circular source under a 
positive pressure head: 

I =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(θs − θi)(hsource + λ)Ks

b

√
̅̅
t

√
+ a f Ks t t < τcrit (1a)  

I =
(θs − θi)(hsource + λ)

4 f b(1 − a)
+ f Ks t t⩾τcrit (1b)  

τcrit =
(θs − θi)(hsource + λ)

4 bKs f 2(1 − a)2 (1c)  

where t (T) is the time, τcrit (T) is the time of transition between early- 
time and steady-state infiltration behaviors, θs (L3 L-3) and θi (L3 L-3) 
are the respective saturated and initial volumetric soil water contents, 
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hsource (L) is the established ponded depth of water on the infiltration 
surface, λ (L) is the macroscopic capillary length of the soil, Ks (L T− 1) is 
the saturated soil hydraulic conductivity, a and b are dimensionless 
constants (with b ≈ 0.55; White and Sully, 1987), and f is a dimen-
sionless correction factor that depends on soil initial and boundary 
conditions and ring geometry: 

f =
hsource + λ
d + rd/2

+ 1 (2)  

where d (L) is the depth of ring insertion and rd (L) is the radius of the 
ring. The macroscopic capillary length, λ, is a measure of the soil 
capillary force. It is defined as the matrix flux potential, ϕ (L2 T− 1), 
scaled by the difference between Ks and the soil hydraulic conductivity, 
Ki (L T− 1), corresponding to the initial soil water pressure head, hi (L): 

λ =
ϕ

ΔK
=

1
Ks − Ki

∫

hi
K(h)dh (3) 

Larger values of λ indicate greater contribution of the capillary forces 
relative to gravity. The τcrit time in Eq. (1c) is defined as the time when 
the infiltration rate (dI/dt) is equal between Eqs. (1a) and (1b). 

A general form of Eq. (1a), (1b), (1c) can be written as follows: 

I = c1
̅̅
t

√
+ c2t t < τcrit (4a)  

I = c3 + c4t t⩾τcrit (4b)  

τcrit =
1
4

(
c1

c4 − c2

)2

(4c)  

where the infiltration coefficients c1 (L T− 0.5) and c2 (L T− 1) can be 
determined by fitting Eq. (4a) to the data corresponding to the transient 
time, and the intercept, c3 (L), and the slope, c4 (L T− 1), of Eq. (4b) can 
be estimated by linear regression analysis of the I vs. t data points 
associated with steady-state conditions. To ensure continuity of cumu-
lative infiltration, I, between Eqs. (4a) and (4b) at t = τcrit, the following 
constraint should be placed among the four infiltration coefficients: 

c3 =
c2

1

4(c4 − c2)
= τcrit(c4 − c2) with c4 > c2 (5) 

Here, we propose a novel and simple method for direct estimation of 
a from a single-ring experiment that includes both the transient and the 
steady-state phases of the infiltration process. In particular, the a con-
stant can be derived from the parameterization of the infiltration co-
efficients c2 and c4 via: 

c2

c4
=

a f Ks

f Ks
= a (6) 

The a constant thus quantifies the weight of conductivity part of 
infiltration equation in the transient state (c2) as a proportion of that in 
the steady state condition (c4). Note that the condition c4 > c2, stated in 
Eq. (5), indicates that a should be < 1 to be physically plausible or that 
the conductivity weight is higher at the steady state than under transient 
conditions. 

2.2. Investigation of a = c2/c4 ratio with the approach by Haverkamp 
et al. (1994) 

Haverkamp et al. (1994) proposed a set of two-term expansions for 
transient and steady-state infiltration from a circular source, which are 
conceptually and functionally similar to Eqs. (1a) and (1b): 

I(t) = c1
̅̅
t

√
+ c2t = S

̅̅
t

√
+

(
2 − β

3
ΔK + Ki +

γS2

rdΔθ

)

t t < tmax (7a)  

I(t) = c3 + c4t =
1

2(1 − β)
ln
(

1
β

)
S2

ΔK
+

(

Ks +
γS2

rdΔθ

)

t t > tmax (7b)  

in which S (L T− 1/2) is the soil sorptivity, β and γ are infiltration con-
stants that are usually fixed at β = 0.6 and γ = 0.75, and tmax (T) is the 
maximum time for which the transient expansion can be considered 
valid (Lassabatere et al., 2006). Unlike the SA model, however, the two 
expressions of Eq. (7) asymptotically approach the quasi-exact infiltra-
tion solution but are not considered valid at t = tmax. Thus, a disconti-
nuity between the two equations is expected at t = tmax (Lassabatere 
et al., 2009; Angulo-Jaramillo et al., 2019). Nonetheless, this formula-
tion is useful for exploring the validity of estimating a based on the ratio 
of the infiltration terms that scale linearly with time t. Specifically, 
substituting coefficients c2 and c4 of Eq. (7) into Eq. (6), and using the 
White and Sully (1987) expression for S, the following relationship for a 
is obtained: 

a =

(
2− β

3 ΔK + Ki +
γλ
brd

)

(

Ks +
γλ
brd

) (8) 

Assuming that Ki ≈ 0, which is the case for most applications of the 
model (when θi ≤ 0.25θs), and considering that Stewart and Abou Najm 
(2018a) showed that λ remained constant with λ ≈ λ max for initial de-
grees of saturation lower than 0.4, the following expression for a can be 
obtained: 

a =

(
2− β

3 Ks +
γλmax
brd

)

(

Ks +
γλmax
brd

) (9) 

Eq. (9) shows that the value of a depends on the soil type (Ks, λ max) 
and ring radius (rd), as well as on the values of the infiltration constants β 
and γ. In particular, for small ring radii or soils with high capillarity (e. 
g., fine-textured soils), the term γλmax/brd dominates in both the 
numerator and denominator, causing a to tend towards 1. Note that this 
maximum value of a is very close to a = 0.91 suggested by Wu and Pan 
(1997) from numerical simulations conducted on differently textured 
soils. Conversely, for large rings or coarse soils, the first term dominates 
in both the numerator and the denominator and a tends towards 2− β

3 , 
which equals 0.467 for β = 0.6. In a similar way, for a given soil, as rd 
increases, the contribution of the lateral capillarity decreases and the 
flow is dominated by gravity resulting in a decreasing a value that again 
approaches 2− β

3 = 0.467 (for β = 0.6) as rd → ∞. Note that this minimum 
value of a is very close to a = 0.45 suggested by Stewart and Abou Najm 
(2018a) based on analogy with 1D infiltration. Overall, this analysis 
shows that a cannot be considered a constant regardless of soil type and 
experimental conditions, but instead represents a scale parameter be-
tween transient and steady infiltration rates for a single ring three- 
dimensional infiltration process. 

2.3. Investigation of τcrit with the approach by Haverkamp et al. (1994) 
and Lassabatere et al. (2006) 

On the basis of the approximate expansions defined by Haverkamp 
et al. (1994), Lassabatere et al. (2006) defined the maximum time tmax 
involved in Eqs. (7) as the time that separates the transient from the 
steady states. These authors specifically evaluated tmax by differentiating 
Eqs. (7), which showed that the transient infiltration rate, qtst(t), de-
creases from infinity to qtst,+∞ =

2− β
3 ΔK + Ki +

γS2

rdΔθ, whereas the steady 

state infiltration rate, qsst(t), remains constant at q+∞ = Ks +
γS2

rdΔθ. Since 
qtst,+∞ < q+∞, there is a time for which the transient infiltration rate 
qtst(t) equals q+∞, which allows tmax to be defined as follows: 

tmax =
1

4(1 − B)2

(
S
Ks

)2

(10)  
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in which (S/Ks)
2 is the gravity time (tgrav) defined by Philip (1969), and 

where: 

B =
2 − β

3
ΔK
Ks

+
Ki

Ks
≈

2 − β
3

(11) 

Note that the approximation B = 2− β
3 accounts for the fact that Ki≪Ks 

when θi≪θs. This remains the case for most initial water contents that 
fulfill the assumption of validity of Haverkamp’s model, i.e., θi ≤ 0.25θs. 

The determination of tmax on the basis of infiltration rates is similar to 
the definition of τcrit by Stewart and Abou Najm (2018a,b). Here we 
simplify their expression by using the White and Sully (1987) equation 
for sorptivity and considering the case of a Beerkan test, i.e., a zero water 
pressure head at surface and a shallow depth of ring insertion (hsource =

0; d = 0). Under these conditions, Eq. (1c) can be written as: 

τcrit =
1

4f 2(1 − a)2
Ks

ΔK

(
S
Ks

)2

≈
1

4f 2(1 − a)2

(
S
Ks

)2

(12) 

Finally, comparing Eqs. (10) and (12) we arrive at the following 
relationship between τcrit and tmax: 

τcrit =
(1 − B)2

f 2(1 − a)2tmax (13) 

Thus, the two characteristic times (τcrit and tmax) are related by a 
proportionality constant that depends on soil properties and initial 
conditions as well as ring radius. 

3. Materials and methods 

Both analytically generated and field measured infiltration data were 
used in this investigation (Iovino et al., 2021). The former data were 
used to exclude experimental errors while the latter ones were consid-
ered since the infiltration model is oriented towards field use. 

3.1. Analytically generated infiltration data 

Infiltration data were analytically generated with the 3D implicit 
model of Haverkamp et al. (1994) to obtain estimates of τcrit and a for 
ideal soil conditions (error-free synthetic data). A total of 144 Beerkan 
infiltration runs were modeled for the six soils (sand, loamy sand, sandy 
loam, loam, silt loam and silty clay loam), which were considered by 
Hinnell et al. (2009) to cover a wide range of hydraulic responses. The 
parameters by Carsel and Parrish (1988) were used to describe the water 
retention curve and the hydraulic conductivity function of these soils 
according to the van Genuchten-Mualem model (van Genuchten, 1980). 
The infiltration parameters were set at the recommended values of β =
0.6 and γ = 0.75 (Haverkamp et al., 1994; Smettem et al., 1994). The 
question of this choice of β and γ was investigated by Lassabatere et al. 
(2009), who compared the implicit infiltration model of Haverkamp 
et al. (1994) with a numerical solution of Richards’ equation. They 
showed that a specific calibration of infiltration parameters can improve 
prediction of cumulative infiltration. However, using the default values 
of infiltration parameters did not compromise estimation of S and Ks 
obtained by inverting the implicit model (Latorre et al., 2018). The 
initial water content was calculated based on the degree of saturation, 
Se, where Se = (θi – θr)/(θs – θr) and θi, θr and θs represent the respective 
initial, residual and saturated volumetric soil water contents. The model 
was run with Se values of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 and 0.8, with 
three ring radii of rd = 40, 75 and 150 mm simulated for each Se value. 
We note that previous work has recommended that values of θi/θs should 
not exceed 0.25 for Eqs. (7)and (8) to remain valid (Lassabatere et al., 
2006, Lassabatere et al., 2009); however, wetter conditions often occur 
in practice (Di Prima et al., 2016) and, therefore, it makes sense to test 
the analytical models under these conditions. The duration of each run 
was fixed at 3 × tmax, with tmax calculated according to Eq. (10), to obtain 
data for both the transient and the steady-state phases of the infiltration 

process. Each simulation consisted of 50 I(t) data pairs. Other details on 
the simulation procedure can be found in Bagarello et al. (2017). 

In this study, we used an iterative procedure to find the optimal set of 
infiltration coefficients c1, c2, c3, c4 and their associated τcrit value. This 
method consisted of fixing a tentative time, tj, to separate transient (t <
tj) and steady-state (t ≥ tj) conditions. Then, c1, c2 and c4 were estimated 
by fitting Eqs. (4) to the data with c3 defined by Eq. (5). The corre-
sponding τcrit,j value was then calculated by Eq. (4c) and the absolute 
difference between tj and τcrit,j is determined. The procedure was 
repeated for a range of tj values. The optimal parameter values were then 
identified as those yielding the minimum value, i.e., min(|tj - τcrit,j|). 

For each infiltration run, 40 iterations were conducted with tj time 
starting from the fifth I(t) data point and ending at the 45th I(t) data 
point. This choice allowed a minimum infiltration dataset of five points 
to fit either the transient or the steady-state stage of the infiltration 
process. For a tentative time, ti, linear regression was applied to fit Eq. 
(4b) to steady-state infiltration data (t ≥ tj). The fitting of Eq. (4a) to the 
transient infiltration data (t < tj) was conducted with a non-linear least 
squares optimization technique that minimized the squared differences 
between measured and predicted cumulative infiltration (Vandervaere 
et al., 2000; Lassabatere et al., 2006). Such approach was hereinafter 
indicated as criterion IT-CI (transient cumulative infiltration data fitted 
by non-linear least squares technique). To explore the influence of the 
fitting technique on the estimation of coefficients c1 and c2, a second 
optimization procedure was conducted using the cumulative lineariza-
tion technique proposed by Smiles and Knight (1976) (criterion IT-CL). 
The main characteristics of the different criteria for applying the SA 
model to the infiltration data are summarized in Table 1. 

The maximum error, Emax, normalized by the final cumulative 
infiltration, was determined using: 

Emax = max
⃒
⃒Iopt − I

⃒
⃒

If
(14)  

where Iopt is the cumulative infiltration estimated by Eqs. (4a) and (4b) 
with the optimal set of coefficients, I is the corresponding analytically 

Table 1 
Characteristics of the different criteria considered in the study for applying the 
SA model to analytical (A) or field (F) infiltration data.  

Criterion data Transient 
time, τcrit, 
estimation 

Fitting of 
transient 
infiltration 
data 

Fitting of 
steady 
infiltration 
data 

Parameter 
a 
estimation 

IT-CI A, F Iterative 
approach 
with 
coefficient c3 

constrained 
by Eq.5 

Non-linear 
least squares 
technique 

Linear 
regression 

a = c2/c4 

IT-CL A Iterative 
approach 
with 
coefficient c3 

constrained 
by Eq.5 

Cumulative 
linearization 
technique ( 
Smiles and 
Knight, 1976) 

EV-CI F Linear 
regression 
line with 
variable 
number of 
steady 
infiltration 
data (E = 2%) 

Non-linear 
least squares 
technique 

E3-CI F Linear 
regression 
line with 3 
steady 
infiltration 
data (E = 2%) 

Non-linear 
least squares 
technique  
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calculated value, and If is cumulative infiltration at the end of simulation 
(i.e., t = 3 × tmax). Using the optimal set of coefficients, the a constant 
was calculated by Eq. (6). The transition time, τcrit, estimated by the 
iterative procedure was compared to tmax to evaluate proportionality 
between the two characteristic times. 

We also conducted a sensitivity analysis of a values estimated by the 
iterative criterion by fixing τcrit at tmax (i.e., one third of the total dura-
tion of the experiment, since modelling was performed for time up to 3 
tmax). Eq. (4a) was fitted to the transient (t < tmax) data by a non-linear 
least squares optimization technique and Eq. (4b) was fitted to steady- 
state (t ≥ tmax) portions of the run by linear regression. The scaling 
parameter a was then calculated form Eq. (6). 

3.2. Field experiment 

Two Sicilian soils were chosen for this investigation. A loam soil (AR 
site) was located at the Department of Agricultural, Food and Forest 
Sciences of the Palermo University (Italy). A silty-clay soil (RO site) was 
located near Roccamena, approximately 70 km south of Palermo. The 
AR soil supported a citrus orchard under no tillage. The RO soil sup-
ported a fruit orchard under no tillage. Soil at the AR site was sampled 
on five different dates (November 2017, April, May and September 
2018, April 2019) to encompass a range of environmental conditions. 
Soil was sampled only once at RO sites (June 2019). The same experi-
mental protocol was applied for each of the overall six sampling 
campaigns. 

For each sampling campaign, 10 infiltration runs were carried out at 
randomly selected locations within a bare area of approximately 150 m2. 
At each infiltration site, the sampled soil surface was gently leveled and 
smoothed by manual implements. Small diameter (0.08 m) rings were 
inserted on the soil surface to a depth of 0.01 m following the Beerkan 
infiltration procedure (Lassabatere et al., 2006). Ring insertion was 
conducted manually by gently using, if necessary, a rubber hammer, 
while ensuring that the upper rim of the ring remained horizontal during 
insertion. Then, 30 water volumes, each of 57 mL, were successively 
poured onto the confined infiltration surface. A relatively large cumu-
lative infiltration height (approximately 0.34 m of water) was used to 
attain quasi-steady state conditions. For each water volume, the infil-
tration time was measured from water application to disappearance of 
all water, when the subsequent water volume was poured on the infil-
tration surface. Water was applied at a small distance from the infil-
tration surface, i.e., approximately at a height, hw, of 0.03 m, with the 
practitioner’s fingers used to dissipate the kinetic energy of the falling 
water and thereby minimize soil disturbance due to water application. 
After the infiltration test, two undisturbed soil cores (0.05 m in height by 
0.05 m in diameter) were collected nearby at 0–0.05 m and 0.05–0.10 m 
depths. These cores were used to determine the dry soil bulk density, ρb, 
and the initial soil water content, θi. The data were averaged over the 
two depths and paired with the corresponding infiltration run (Table 2). 

The iterative criterion set up for analytical data (IT-CI) was also 
applied to field data to simultaneously estimate the infiltration 

coefficients (c1, c2, c3, and c4, with c3 constrained by Eq. (5)), the tran-
sition time, and the related a value. 

In addition to the above procedure, we also tested a more practical 
approach to fit the SA model to the infiltration data. We first split the 
cumulative infiltration for each run into transient versus steady state, 
specifically by estimating the transition time, τcrit, according to the 
empirical criterion proposed by Di Prima et al. (2019). We presumed 
that steady-state conditions were reached before the end of the run, 
where the total run corresponded to Ntot data points, and then carried 
out a linear regression analysis on the last n data pairs (ti, Ii) i∈{Ntot-n +
1, … , Ntot}. Then, we computed the relative error between the regres-
sion line Ireg,n(ti) and the observed cumulative infiltration I(ti): 

Ê(n) =
⃒
⃒
⃒
⃒
I(tNtot− n+1) − Ireg,n(tNtot− n+1)

I(tNtot− n+1)

⃒
⃒
⃒
⃒ (15) 

A minimum of three points (n = 3) was considered for steady state. In 
this case, Ê(n = 3) is usually small and results from measurement un-
certainty. When more points are selected, a part of transient state is 
included that diverts from the steady-state straight line. In particular, 
the largest error is obtained when all the points (n = Ntot) are considered 
for estimating the regression line. Therefore, Ê(n) defines an increasing 
function. We selected the first value of n for which Ê(n) ≥ E, where E is a 
given threshold that in this study was fixed at 2% (Bagarello et al., 
1999). The transition time was then defined as the corresponding time, 
τcrit = tNtot− n+1. Transient infiltration conditions were assumed to occur 
for 0 < t < τcrit (i.e., when Ê ≥ 2%). Steady-state conditions were 
assumed to exist for t ≥ τcrit (i.e., when Ê < 2%). 

Once the cumulative infiltration was split into transient and steady 
states, the SA model was fitted to each part of the infiltration process. 
The cumulative infiltration (CI) fitting method (Vandervaere et al., 
2000), that corresponds to non-linear least squares optimization tech-
nique, was applied by fitting Eq. (4a) to the transient stage of infiltra-
tion. The quality of the fit was evaluated by calculating the relative 
error, Er (%), as suggested by Lassabatere et al., 2006: 

Er = 100

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑k

i=1

(
Iexpi − Ii

)2

∑k

i=1

(
Iexpi

)2

√
√
√
√
√
√
√
√

(16)  

where Iiexp and Ii are the experimental and modeled cumulative infil-
tration for the period of 0 < t < τcrit. Next, linear regression analysis of 
the I(t) data at steady state (t ≥ τcrit) was used to estimate the c3 and c4 
coefficients of Eq. (4b). Finally, a was calculated by Eq. (6). This itera-
tive procedure is denoted as criterion EV-CI (V = variable number of 
data points). We also considered the simpler case of a regression line 
defined by the last three points of the cumulative infiltration. The cor-
responding method is denoted E3-CI. For these procedures (i.e., EV-CI 
and E3-CI), we considered a run to be successful when all coefficients 
(c1, c2, c3 and c4) were positive since, according to Eqs. (1a) and (1b), 
they cannot be negative or null. With the aim to give the model the 
maximum flexibility in fitting experimental data, the coefficients were 
left unconstrained, meaning that we did not constrain c3 using Eq. (5) in 
this portion of the analysis (see Table 1). 

We also attempted to verify the possible existence of a link between 
the shape of the experimentally determined infiltration curve and the 
results of the a calculations. At this aim, we fitted the empirical Horton 
(1940) infiltration model to the data: 

I = if t+
i0 − if

k
(
1 − e− kt) (17)  

where i0 (L T− 1) is the initial infiltration rate (t = 0), if (L T− 1) is the final 
infiltration rate and the constant k (T− 1) determines the rate at which i0 
approaches if. This model was chosen instead of other possible 

Table 2 
Mean and coefficient of variation, CV, of the soil water content, θi, and the dry 
soil bulk density, ρb, at the beginning of the infiltration run (sample size, N = 10 
for each summarized dataset).  

Site Date θi (m3/m3) ρb (g/cm3) 

mean CV (%) mean CV (%) 

AR November 2017  0.215  6.5  0.966  6.0 
April 2018  0.199  15.3  0.957  11.1 
May 2018  0.137  12.0  0.979  7.9 
September 2018  0.103  11.8  1.037  6.9 
April 2019  0.158  21.8  1.064  5.5 

RO June 2019  0.184  16.1  0.998  7.1 

CV = coefficient of variation. 
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alternatives (e.g., numerical solution of Richards equation) as we target 
simpler analytical solutions and practical approaches to solving the 
infiltration problem. Indeed, it describes in some detail the complete 
infiltration curve using only three parameters, and it was found to give a 
good representation of the experimentally determined I(t) relationships 
in other investigations (Shukla et al., 2003). 

4. Results and discussion 

4.1. Analytically generated infiltration data 

4.1.1. Critical time 
As an example, Fig. 1a shows the analysis conducted by criterion IT- 

CI for one of the 144 synthetic infiltration runs. Here, the simulation 
time tj (corresponding to data points 5 ≤ j ≤ 45) was used as the initial 
assumed value to differentiate between transient and steady-state data. 
The corresponding τcrit,j values were then calculated based on the fitted 
c1, c2, c3, and c4 coefficients (expressed as a fraction of the optimal value 
of each coefficient in Fig. 1b). The absolute differences between tj and 
τcrit,j shows a clear minimum at j = 24. This minimum is close to, but not 
quite, zero due to the discretization of the I(t) data. All tested experi-
ments showed similar distinct minimum values for |tj – τcrit,j|. Cumula-
tive infiltration for this experiment is shown in Fig. 1c with the fitted 
models Eqs. (4a) and (4b) corresponding to the optimal set of co-
efficients. The maximum error for this case was Emax = 0.0031, whereas 
for the entire dataset (N = 144) Emax varied between 0.0015 and 0.0042, 
with a mean value of 0.0029 (Table 3). 

The critical time estimated by the criterion IT-CI varied by more than 
three orders of magnitude: the ratio between the highest and lowest τcrit 
values was 2650. The IT-CI algorithm resulted in τcrit values that were 
systematically higher than the values estimated using the IT-CL algo-
rithm (Table 3), with a constant factor of 1.096 between the two. This 
result confirmed that fitting the transient stage of the infiltration process 
is a challenging task even with analytical (i.e., error-free) data. As a 
matter of fact, estimates of c1 with the two techniques differed by a 
constant factor of 1.022 and the estimates of c2 differed by a mean factor 
of 1.013 (min = 1.006, max = 1.028). In other words, applying the 
cumulative linearization technique (IT-CL), instead of the non-linear 
least squares technique (IT-CI), resulted in a relative overestimation of 
coefficient c1 and a relative underestimation of c2 due to the inter- 
compensation between the two coefficients (Vandervaere et al., 2000). 
In turn, such differences yielded a different selection of the transient or 
steady-state data and, consequently, different estimates for both the τcrit 
and a parameters. Nonetheless, the a values estimated by the two 
transient fitting techniques were highly correlated (R2 > 0.999) and the 
criterion IT-CI overestimated a by a mean factor of 1.017 compared to 
criterion IT-CL (Table 3). Moreover, for each combination of soil, ring 
diameter and initial water saturation, the factor of discrepancy between 
the estimated a values using the two fitting techniques was in the range 
of 1.008–1.029. Thus, the influence of the fitting technique on the 
prediction of a can be considered small and probably negligible in 
practice. For the subsequent analyses, only the results obtained by the 
non-linear least squares technique (criterion IT-CI) were considered, as 
that approach was also consistent with the criterion applied for the field 
data. 

The analytical data confirmed the proportionality between τcrit and 
tmax, that was theoretically expressed by Eq. (13), for all types of soils. In 
particular, for the analytical infiltration experiments performed in this 
study, the ratio τcrit/tmax was constant and equal to 1.495, regardless of 
the combination of soil, ring diameter and initial water saturation 
(Fig. 2a). It is worth noting that this ratio was obtained for β = 0.6, and 
may be subject to change as β varies. Also, as stated in the methods 
section, we tested the sensitivity of a estimates by fixing τcrit at tmax. That 
comparison showed that the two sets of estimated a values were highly 
correlated but that those values obtained by the iterative criterion 
(Fig. 2b) were larger by a mean factor of 1.02 than those obtained under 
the assumption of equal characteristic times (0.71 ≤ a ≤ 0.90 with 
criterion IT-CI and 0.68 ≤ a ≤ 0.89 with τcrit = tmax). This analysis of 
sensitivity confirmed that tmax does not represent an accurate estimate of 
the transition time of the Stewart and Abou Najm (2018a) model. 
Nonetheless, differences in the estimation of τcrit up to a factor of 1.5 
yielded estimations of a that were practically coincident (i.e., differing 
from one another by at most a factor of 1.04). 

Fig. 1. Example of application of iterative criterion IT-CI. In a) the values for tj, 
τcrit,j, and the absolute difference between the two, |tj – τcrit|, are calculated for 
each data point j between 5 and 45. In b) the estimated parameters c1, c2, c3, 
and c4 are expressed as fractions of the optimal value for each parameter,ci,opt. 
In c) cumulative infiltration is modelled using Eq. (4a) to (4c) with the optimal 
set of parameters; the white dot shows the transition time. 
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4.1.2. Coefficients of the infiltration model 
Fig. 3 summarizes the optimal values of the infiltration model co-

efficients, c1, c2, c3, c4, obtained for each soil, ring diameter and initial 
soil water saturation. Similarities can be noted between c1 and c3, and 
again between c2 and c4. Further, c2 and c4 are nearly constant regardless 
of Se, indicating the importance of Ks relative to the macroscopic 
capillary length within the factor f (Eq.2), since only the latter will 
decrease with Se. The results also show that capillarity is relatively more 
important in small rings (e.g., rd = 40 mm) compared to large rings (e.g., 
rd = 150 mm) as a consequence of lateral sorption representing more of 
the total flow when the ring perimeter is relatively large compared to the 
ring area. This process means that the values of c2 and c4 are higher and 
the reductions with increasing Se more evident in the smaller rings 
compared to the larger ones. 

At the same time, the c1 coefficient represents soil sorptivity in these 
infiltration models, so the reported curves appear physically plausible 
since they decrease as the initial saturation degree Se increases. Indeed, 
we expect sorptivity, i.e. capillarity driven infiltration, to be at its 
maximum for initially dry soils. Moreover, early time infiltration is 
governed by vertical capillary-driven flow and does not depend on the 
3D flow term; therefore, ring size has no effect on the estimates of the c1 
coefficient. It is worth noting that, with the analytically generated cu-
mulative infiltration curves, the coefficient c3 is also independent of ring 
size. This result is a consequence of the assumed continuity of the 
transient and steady-state infiltration curves at the transition time, 
which is specified by Eq. (5). 

The meaningful trends of the estimated coefficients (Fig. 3), and the 
consistency with the constraints of the Stewart and Abou Najm (2018a) 
model, prove that the iteration criterion used for analyzing the synthetic 
infiltration data was effective in estimating the transition time τcrit and 
the associated set of coefficients c1, c2, c3, c4. 

4.1.3. a parameter 
The results of the iterative criterion were thus used to test the effects 

of initial water content and ring radius on the a constant of SA model 
(Fig. 3, last row). The a values calculated by Eq. (6), using the infil-
tration coefficients estimated by the iterative approach IT-CI, varied 
between 0.706 and 0.904, with a mean of a = 0.807 (Table 3). There-
fore, the iterative procedure yielded a parameter values that were, on 
average, closer to the value suggested by Wu and Pan (1997) than the 
recommendations of Stewart and Abou Najm (2018a). Soil texture 
affected the a constant, with the sandy and sandy loam soils having the 
lowest a values and the silt loam and silty clay loam soils yielding the 
highest a values. The a parameter decreased as the ring diameter 
increased and was more influenced by ring size than initial water 
content. 

It must be noted that the synthetic infiltration data were obtained by 
the implicit model developed by Haverkamp et al. (1994) and that those 
authors suggested using their model only when the initial water content 
is lower than 0.25 of the saturated water content. Despite this potential 
limitation, our results show that the value of a remains strictly constant 
for Se < 0.5, and its value only slightly varied when the initial degree of 
saturation was in the range 0.5 ≤ Se ≤ 0.8. Therefore, the simplification 
presented in Eq. (9), which suggests that a depends only on ring size and 
soil properties such as λmax and Ks, appears to be valid for a fairly wide 
range of initial water contents. 

4.2. Field experiments 

The average duration of the 60 infiltration tests was of 0.78 h (CV =
105.6%). Application of the most rigorous criterion, IT-CI, only suc-
ceeded in 25 out of 60 infiltration tests (42% success rate). In most cases, 
failure was due to the lack of a well-defined minimum for the |tj – tcrit,j| 
function. The successful runs had a mean duration of 0.77 h and a mean 

Table 3 
Statistics of infiltration coefficients, transition time, τcrit, parameter a and maximum error of fitting, Emax, for SA model fitted to analytically generated infiltration data 
by optimization criteria IT-CI and IT-CL.    

c1 (mm h− 0.5) c2 (mm h− 1) c3 (mm) c4 (mm h− 1) τcrit (h) a Emax  

Criterion IT-CI IT-CL IT-CI IT-CL IT-CI IT-CL IT-CI IT-CL IT-CI IT-CL IT-CI IT-CL IT-CI IT-CL 

SAND Min  34.6  35.4  290.9  283.1  3.3  3.2  391.8  392.4  0.04  0.03  0.71  0.69  0.0022  0.0031 
Max  81.2  83.1  589.0  581.2  13.6  13.2  710.7  711.5  0.11  0.10  0.86  0.85  0.0042  0.0059 
Mean  60.5  61.9  420.2  412.8  8.3  8.1  534.0  534.7  0.07  0.06  0.78  0.76  0.0033  0.0046 
CV (%)  25.5  25.5  28.1  28.6  41.5  41.5  22.3  22.3  35.8  35.8  6.44  7.01  20.2  20.2  

LOAMY SAND Min  23.1  23.7  142.5  138.7  2.8  2.7  192.4  192.8  0.06  0.05  0.71  0.69  0.0024  0.0033 
Max  54.7  55.9  290.6  286.7  12.5  12.2  350.4  350.7  0.21  0.19  0.84  0.83  0.0042  0.0059 
Mean  40.7  41.6  205.8  202.1  7.5  7.4  262.7  263.1  0.13  0.12  0.77  0.76  0.0033  0.0047 
CV (%)  25.7  25.7  28.4  28.9  43.3  43.3  22.4  22.3  39.4  39.4  6.40  6.98  19.7  19.7  

SANDY LOAM Min  14.3  14.6  46.2  45.2  3.2  3.1  62.1  62.2  0.20  0.18  0.73  0.71  0.0022  0.0031 
Max  33.8  34.6  105.8  104.6  15.8  15.4  123.9  124.0  0.87  0.80  0.85  0.84  0.0039  0.0056 
Mean  25.2  25.7  71.9  70.8  9.4  9.2  89.6  89.7  0.53  0.48  0.79  0.78  0.0031  0.0044 
CV (%)  25.7  25.7  31.9  32.4  44.9  44.9  25.7  25.7  42.9  42.9  6.48  7.04  22.3  22.3  

LOAM Min  8.3  8.5  12.2  12.0  4.3  4.2  16.3  16.3  1.06  0.97  0.75  0.73  0.0018  0.0026 
Max  19.6  20.0  32.2  31.9  22.5  22.0  36.5  36.5  5.29  4.82  0.88  0.87  0.0036  0.0051 
Mean  14.6  14.9  21.1  20.8  13.3  13.0  25.3  25.3  3.15  2.87  0.82  0.81  0.0027  0.0038 
CV (%)  25.6  25.6  36.0  36.5  45.9  45.9  30.0  30.0  45.2  45.2  6.38  6.92  26.4  26.4  

SILT LOAM Min  6.6  6.7  6.0  5.9  6.0  5.8  7.8  7.8  3.32  3.03  0.77  0.75  0.0015  0.0021 
Max  15.3  15.7  17.3  17.1  31.8  31.1  19.1  19.1  17.26  15.76  0.90  0.90  0.0034  0.0048 
Mean  11.4  11.7  11.0  10.9  18.9  18.4  12.9  12.9  10.26  9.36  0.84  0.83  0.0024  0.0034 
CV (%)  25.3  25.3  38.8  39.2  45.9  45.9  33.3  33.3  45.6  45.6  6.05  6.55  29.8  29.8  

SILTY CLAY LOAM Min  2.5  2.5  0.9  0.9  5.3  5.2  1.2  1.2  18.49  16.87  0.77  0.75  0.0015  0.0022 
Max  5.6  5.7  2.6  2.6  27.4  26.8  2.9  2.9  95.56  87.21  0.90  0.89  0.0034  0.0048 
Mean  4.2  4.3  1.7  1.7  16.4  16.0  2.0  2.0  57.07  52.08  0.84  0.83  0.0024  0.0034 
CV (%)  24.7  24.7  38.5  38.9  45.2  45.2  32.9  32.9  45.2  45.2  6.10  6.61  29.6  29.6  

ALL SOILS Min  2.5  2.5  0.9  0.9  2.8  2.7  1.2  1.2  0.04  0.03  0.71  0.69  0.0015  0.0021 
Max  81.2  83.1  589.0  581.2  31.8  31.1  710.7  711.5  95.56  87.21  0.90  0.90  0.0042  0.0059 
Mean  26.1  26.7  121.9  119.8  12.3  12.0  154.4  154.6  11.87  10.83  0.81  0.79  0.0029  0.0040 
CV (%)  80.3  80.3  131.3  131.5  58.4  58.4  129.3  129.3  194.9  194.9  7.09  7.70  27.2  27.2  
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τcrit of 0.57 h. The constrained fitting of the infiltration coefficients 
resulted, in some cases, in low or negative values of c3 that is the 
intercept of the regression line fitting the steady-state stage of the 
infiltration curve (Table 4). The 25 experiments that were successfully 
treated with the IT-CI criterion yielded a mean a value of 0.883 (CV =
26.1%). Calculated a values were implausible in 5 out of 25 successful 
runs (i.e., a > 1). Excluding these values from the analysis yielded a 
mean value a = 0.783 (CV = 14.5%, N = 20) (Table 4). 

As explained in the methods section, we also tested two empirical 
criteria as simpler methods for estimating the transition time: E3-CI and 
EV-CI. An example of these two fitting procedures is shown in Fig. 4. 
When we used the E3-CI criterion, 44 out of 60 infiltration tests were 
successfully fitted (i.e., positive infiltration coefficients), representing a 
success rate of 73%. The successful runs had a mean duration of 0.96 h 
and a mean τcrit of 0.58 h, while the unsuccessful runs had a mean 
duration of 0.31 h and a mean τcrit of 0.19 h. Application of the more 
flexible criterion for assessing the steady-state (i.e., criterion EV-CI) 
resulted in a similar success rate, as estimation succeeded in 43 out of 
60 cases (72% success rate). The number of cumulative infiltration data 
defining the steady-state infiltration stage ranged from a minimum of 9 

to a maximum of 15. The successful runs had a mean duration of 0.98 h 
and a mean τcrit of 0.44 h, while the unsuccessful runs had a mean 
duration of 0.30 h and a mean τcrit of 0.16 h. 

Reasons of failure included obtaining c1 = 0 (9 cases for E3-CI and 10 
cases for EV-CI), c1 = 0 and c3 < 0 (4 cases with both E3-CI and EV-CI), 
and c2 = 0 (3 cases with both E3-CI and EV-CI). We note that the iter-
ative criterion (IT-CI) also failed for all of the aforementioned infiltra-
tion runs, leading to the conclusion that estimating the transition time 
can identify tests that do not follow theory, regardless of the applied 
criterion. The c2 = 0 results were associated with high c1 values (>440 
mm/h0.5), i.e., high apparent soil sorptivity (Fig. 5, points located on the 
y-axis). On the other hand, c1 = 0 results were associated with high c2 
values (>600 mm/h), i.e., high apparent saturated conductivity (Fig. 5, 
points located on the x-axis). These two extreme scenarios are typical of 
two opposite types of soils, i.e., fine soils prone to capillarity-driven flow 
on one hand, and coarse soils prone to gravity-driven flow on the other. 
Experimental runs thus confirmed that possible inter-compensation 
between the coefficients c1 and c2 may complicate fitting of the tran-
sient infiltration relationship. Fig. 6 shows an example of the cumulative 
infiltration curve for each reason of failure. In short, runs failed when i) I 

Fig. 2. Comparison between a) transition time τcrit and maximum time tmax for the analytically generated infiltration experiments; b) values of a constant estimated 
by the iterative criterion IT-CI and assuming τcrit = tmax. 
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was nearly linear with t (lack or very short duration of an initial transient 
phase, Fig. 6a) (Angulo-Jaramillo et al., 2019), ii) the infiltration rates 
increased with time, as expected in water repellent soil conditions 
(Fig. 6b) (Beatty and Smith, 2013; Ebel and Moody, 2013), and iii) 
concavity was or appeared to be particularly pronounced, as for sealing 
soils (Di Prima et al., 2018) (Fig. 6c). 

Criterion E3-CI, being based on the last three cumulative infiltration 
data, generally yielded higher τcrit values compared to criterion EV-CI, 
which estimated the steady-state infiltration from a larger dataset 
(Fig. 4). According to criterion E3-CI, the mean τcrit value was equal to 
0.47 h (CV = 100.3%). When criterion EV-CI was used to estimate the 
steady-state stage of the infiltration process, the mean τcrit was 0.36 h 
(CV = 93.8%), i.e., 18% lower than the mean critical time estimated by 
criterion E3-CI. In both cases, the critical time increased with the 
duration of the run (Fig. 7). 

Despite the different estimates of the transition time, the two 
empirical criteria (E3-CI and EV-CI) were almost equivalent in 

estimating the coefficients c1, c2, c3 and c4 of Eq. (4) as showed by the 
high values of the correlation coefficient (0.936 ≤ r2 ≤ 0.997). In 
particular, selecting a longer steady-state interval, as per criterion EV-CI, 
resulted in the estimates for coefficient c3 that were lower than those of 
the E3-CI method by a mean factor of 1.18 (Table 4). Conversely, co-
efficient c4 attained using EV-CI was larger by a mean factor of 1.07 than 
those of E3-CI. The field data thus confirmed the results obtained with 
analytical data, specifically that differences when identifying the rela-
tive duration of transient versus steady-state infiltration stages had 
minor influence on estimated infiltration coefficients. 

We did not impose a constraint for coefficient c3 for either empirical 
criteria (i.e., E3-CI and EV-CI), because in both cases the transition time 
was assumed a-priori and independently from the fitted infiltration co-
efficients. This simplification implies that the fitted cumulative infil-
tration curve may be discontinuous for t = τcrit. As a matter of fact, for 
the 43 successful runs with both criteria, the estimates of I calculated for 
t = τcrit with the transient (Eq.4a) and the steady-state (Eq.4b) models 

Fig. 3. Optimized coefficients c1, c2, c3 and c4 and a parameter as a function of initial degree of saturation, Se, obtained for each soil and ring radius, rd, by the 
iterative criterion IT-CI applied to analytically generated infiltration data. 

M. Iovino et al.                                                                                                                                                                                                                                  



Journal of Hydrology 601 (2021) 126801

10

differed by a percentage ranging from − 6.6% to 2.9%. The fitting al-
gorithms therefore identify parameter values that can vary from the 
theoretical constraints placed by the SA model. Nonetheless, these re-
sults still show that the tested empirical algorithms are sufficiently 
reliable to interpret field measurements, with the specific advantage of 
being simpler to apply compared to iterative criterion. 

At the same time, it is likely that the unconstrained c3 values had 
little or no influence on the calculations of the a constant, as that term 
was estimated only with the c2 and c4 coefficients. The valid infiltration 
runs yielded a values varying from 0.239 to 1.690. The null hypothesis 
that the positive a values were normally distributed was not rejected 
(Lilliefors 1967 test; α = 0.05); consequently, the a values were sum-
marized by the arithmetic mean and the associated CV (Table 4). 

For the 44 runs that yielded positive a results with criterion E3-CI, 
the relative error of the transient infiltration model, Er, was ≤ 6.1% 

Table 4 
Statistics of infiltration coefficients and scale parameter a for the successful 
application of the iterative criterion IT-CI and the empirical criteria EV-CI and 
E3-CI. Statistics for plausible estimates of parameter a (a < 1) are also reported.   

c1 (mm 
h− 0.5) 

c2 (mm 
h− 1) 

c3 

(mm) 
c4 (mm 
h− 1) 

a a < 1  

Criterion IT-CI 
N 25 25 25 25 25 20 
Min 56.0 7.0 − 50.5 63.3 0.444 0.444 
Max 215.5 1432.2 185.3 1356.8 1.412 0.916 
Mean 131.3 633.8 2.0 555.2 0.883 0.783 
CV 

(%) 
36.2 58.4 3129.5 62.6 26.1 14.5   

Criterion EV-CI 
N 43 43 43 43 43 19 
Min 3.5 19.7 30.3 63.9 0.270 0.270 
Max 361.3 2957.5 170.1 2556.0 1.690 0.954 
Mean 141.9 596.3 88.0 535.4 1.016 0.737 
CV 

(%) 
58.6 100.5 39.1 90.1 30.3 27.9   

Criterion E3-CI 
N 44 44 44 44 44 24 
Min 38.2 19.4 33.9 60.9 0.239 0.239 
Max 463.3 2837.6 188.9 2487.4 1.364 0.976 
Mean 165.8 518.2 103.5 498.7 0.925 0.735 
CV 

(%) 
54.6 105.9 34.9 92.7 30.7 32.3 

N = sample size, Min = minimum value, Max = maximum value, CV = coeffi-
cient of variation. 

Fig. 4. Example of τcrit estimation by different approaches for identifying the 
steady-state stage of the infiltration process. Criterion E3-CI considers regres-
sion line fitting the last three data points. Criterion EV-CI considers regression 
line fitting the whole set of cumulative infiltration data for which 
Ê ≤ 2%(Eq. (14)). 

Fig. 5. Scatter plot of the c1 vs. c2 coefficients estimated by criteria EV-CI 
(crosses) and E3-CI (circles). (sample size, N = 60). 

Fig. 6. Examples of unsuccessful runs: a) c1 = 0; b) c1 = 0 and c3 < 0; and c) c2 
= 0. Blue lines indicate the fitting of the transient model to the data and red 
lines indicate the adaption of the steady-state model to the data. (For inter-
pretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.) 
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(mean = 2.2%). In addition, Er was<3.5% in the 86.4% of the cases, 
denoting a good fit of the model to the data considering a threshold of 
5% as suggested by Lassabatere et al. (2006). For the 43 runs that 
yielded positive a results with criterion EV-CI, Er was ≤ 3.8% (mean =
1.7%), thus denoting a better fitting of the model as compared to cri-
terion E3-CI. Nonetheless, the a values obtained by the two approaches 
(E3-CI and EV-CI) differed by a nearly negligible mean factor of 1.10 
(Table 4) and were significantly correlated (R2 = 0.997). 

However, a rather high percentage of calculated a values were 
implausible, as 20 out of 44 individual values were > 1 with criterion 
E3-CI (i.e., 45% of tests). An even larger percentage of physically 
implausible values (i.e., a > 1) were obtained by criterion EV-CI (55% of 
tests). Excluding values of a > 1 from the analysis, the mean a parameter 
values were similar between criteria: a = 0.735 for E3-CI and a = 0.737 
for EV-CI. The CV of the individual estimates of a < 1 (27.9%–32.3%) 
was much lower than the CVs of c2 and c4 (Table 4). 

Altogether, the results of this field investigation were consistent with 
the analysis of the analytically generated infiltration data, since in both 
cases a was intermediate between the values suggested by Stewart and 
Abou Najm (2018a), i.e., a = 0.45, and Wu and Pan (1997), i.e., a =
0.91. However, the field experiments only led to successful a estimates 
in a limited number of cases. Specifically, 20 out of 60 tests (33%) were 
successful and had physically plausible a values when using IT-CI, 20 out 
of 60 tests were successful and plausible for EV-CI (33%) and 24 out of 
60 tests were successful and plausible for E3-CI (40%). Implausible es-
timates of a could indicate infiltration tests that violates the model as-
sumptions (i.e., homogeneous soil with uniform initial water content) or 
unsatisfactory description of the steady-state stage with the empirical 
criterion. In these cases, a practical recommendation could be to fix a at 
a value close to the maximum theoretical value (a = 1) and proceed with 
a constrained estimation of the infiltration coefficients linear with time. 

The Horton model was successfully fitted to the data for 52 out of the 
60 infiltration experiments, and all failures occurred at the AR site. The 
Er values varied from 0.41 to 4.5% and were lowest at the AR site and 
highest at the RO site (Table 5). For the 44 infiltration runs yielding an 
estimate of the a constant by the criterion E3-CI, a scattered but rather 
clear relationship was detected between a and k/if (R2 = 0.659), rep-
resenting a normalized k constant (Fig. 8). For these runs, the k/if ratio 
varied between 0.011 and 0.067 mm− 1. For the 16 cases in which esti-
mation of a failed, the Horton model was not applicable (eight runs) or 
k/if was either>0.067 mm− 1 (4 runs) or smaller than 0.011 mm− 1 (three 
runs). In a single case, an estimate of a was not obtained, even though k/ 
if equaled 0.025 mm− 1 (and therefore was in the range 0.011–0.067 
mm− 1). Therefore, the rate at which the initial infiltration rate 
approached the final infiltration rate, expressed by normalized k con-
stant, explained both variability of a and the success or the failure of the 
experiment. According to the fitted relationship of Fig. 8, obtaining a <
1 requires a normalized k constant of>0.02 mm− 1. 

5. Conclusions 

Applying the comprehensive infiltration model by Stewart and Abou 
Najm (SA model) requires estimating the transition time from transient 
to steady-state flow conditions, τcrit, and choosing a value for the so- 
called a constant. In previous tests of the SA model, τcrit was estimated 
by an empirical criterion based on the premise that the last three infil-
tration data points describe steady-state conditions, yet that approach 
had not been rigorously analyzed. Further, the SA model included a 
recommendation to fix a at a constant value of 0.45, half of the value (a 
= 0.91) that had been proposed in earlier studies. These differences in 
assumed values for a can affect the model performance, particularly 
when it is used to estimate soil hydraulic properties from infiltration 
tests. 

Given these uncertainties, this investigation introduced a novel, 
iterative method for estimating τcrit that includes the constraint that the 
same cumulative infiltration has to be obtained at the time t = τcrit with 
the transient and steady-state explicit expressions of the model. The new 
estimating criterion of τcrit is physically more robust than the existing 
estimating criterion since it does not require any a-priori assumptions 
about the number of data points associated with steady-state conditions. 
Instead, the new method was shown to fail if steady-state was not 
reached by the end of the infiltration run, meaning that the method is a 
valid and useful test of whether infiltration data can accurately be 
partitioned into transient and steady-state phases. Our tested algorithms 
all generated slightly different estimates for transition times for the same 
infiltration data, thus revealing some minor uncertainty associated with 
these methods. Nonetheless, the differences were for the most part 
minor, even when using relatively simple fitting algorithms, suggesting 

Fig. 7. Relationship between the total duration of the field run and the τcrit time 
estimated by criteria EV-CI (crosses) and E3-CI (circles). (sample size, N = 60). 

Table 5 
Summary statistics of the initial infiltration rate, i0, final infiltration rate, if, and 
the constant k of the Horton infiltration model for each sampled site.  

Site Statistic i0 (mm h− 1) if (mm h− 1) k (h− 1) Er (%) 

AR N 42 42 42 42  
Min 200.1 9.53 0.093 0.41  
Max 4675.1 1370.2 67.1 4.10  
Mean 1470.0 320.7 8.05 1.29  
Median 1300.0 150.8 3.90 0.99  
CV (%) 62.4 89.6 152.0 61.1  

RO N 10 10 10 10  
Min 416.1 131.0 3.69 1.55  
Max 11243.0 716.1 70.1 4.46  
Mean 2734.2 328.6 19.9 2.89  
Median 890.3 247.5 6.73 2.45  
CV (%) 125.7 55.9 110.7 34.8 

N = sample size, Min = minimum value, Max = maximum value. 
CV = coefficient of variation. 

Fig. 8. Relationship between the estimated a parameter and the normalized k 
constant of the Horton infiltration model. 
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that empirical fitting methods are suitable in many instances. 
This investigation also demonstrated that the a term of the SA model 

is not a constant and can plausibly vary over the 0.47 < a < 1 range. The 
a parameter tends to be larger when small water sources are used and for 
finer soils. Our analysis, which relied on comparing two parameters that 
were generated from the transient and steady-state infiltration phases, 
also determined some a values > 1. These results are physically 
implausible, and suggest that in those runs the infiltration phases may 
not have been accurately demarcated. In such instances, practitioners 
may consider fixing a at a high but theoretically plausible value (e.g., a 
= 0.91 or 0.95) and then adjusting the other model parameters as 
necessary. At the same time, this investigation demonstrated that a does 
not depend appreciably on the applied method to obtain τcrit. In other 
words, some uncertainty in the estimate of τcrit does not have a relevant 
impact on estimation of a. These findings together expand the applica-
bility of the SA model by showing that a does not need to be fixed a- 
priori. 

The methods for obtaining τcrit and a developed here reveal valuable 
linkages between theory and practice. Specifically, infiltration tests for 
which the τcrit estimating method fails or the fitted a parameter exceeds 
the range of the admissible values can indicate non-ideal infiltration 
conditions. In these instances, analytical solutions such as the SA model 
will likely not provide satisfactory descriptions of the processes at work 
(e.g., non-ideal behaviors related to water repellency or heterogenous 
flow). In contrast, infiltration runs that result in appropriately con-
strained τcrit and a values are likely to yield more accurate estimates for 
soil hydraulic properties, such as saturated soil hydraulic conductivity, 
when applying the SA model. Therefore, we suggest that this investi-
gation has practical relevance, and that the findings presented here 
should form the basis of future work aimed at the theory and application 
of infiltration processes. In particular, carefully controlled experiments 
should be carried out on other soils to verify that the methods developed 
here can distinguish between successful and unsuccessful runs under 
various conditions. 
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