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#### Abstract

In this paper, we investigate the internal second, third, and fourth boundary value problems of the three-dimensional Cosserat elasticity by means of potential theory. The obtained integral representations differ from the classical ones. These results complete the ones related to the first BVP, which have recently been obtained by the authors. Copyright © 2014 John Wiley \& Sons, Ltd.


Keywords: integral representations of solutions; integral equations methods; three-dimensional Cosserat theory

## 1. Introduction

The main boundary value problems of the Cosserat theory are four. They consist in finding the elastic oscillation state when on the boundary is given the displacements and rotations in the first problem, the force and couple-stress in the second problem, the displacements and couple-stresses in the third problem, and the rotations and force-stresses in the fourth problem.

These problems have been studied by means of potential theory (see, e.g., $[1,2]$ and $[3-5]$ and the reference therein for the first and second problems in plane, anti-plane deformations and in the bending of plates).
Recently, in [6], we have considered the first problem, and by using an indirect boundary integral method, we have obtained the solution in the form of a simple layer potential instead of the usual double layer potential. The method we used was introduced for the first time in [7] for the Dirichlet problem for Laplacian and, later, applied also to other PDEs ([8-13]). It hinges on the theory of reducible operators (see, e.g., [14,15]) and on the theory of differential forms (see, e.g, [16,17]). We remark that our method uses neither the theory of pseudodifferential operators nor the concept of hypersingular integral. For a sketch of the method in the simple but significant case of Laplacian, we refer to [11, Section 2, p. 2].

In the present paper, we consider the other three main problems in the Cosserat theory, and extending the results of Cialdea et al. [6], we obtain integral representations different from the ones obtained in [2].

We remark that these boundary value problems could be posed in the fractional Sobolev space $W^{1+\frac{1}{p}, p}(\Omega)$ (see, e.g., [18, Sec. 14.3, pp. 483-489]). By means of mapping properties of integral operators and uniqueness theorems (in suitable quotient spaces) for the boundary value problems considered here and in [6], one could deduce that the potentials we find are the solutions in $W^{1+\frac{1}{p}, p}(\Omega)$. However, we have preferred to avoid the related technicalities and focus on the analysis of the integral equations arising from our ansatz.

## 2. Preliminary

Throughout this paper, we consider $\Omega$ as a bounded domain of $\mathbb{R}^{3}$ such that its boundary $\partial \Omega$ is a Lyapunov surface $\Sigma$ (i.e., $\Sigma$ has a uniformly Hölder continuous normal field of some exponent $I \in(0,1])$ and such that $\mathbb{R}^{3}-\bar{\Omega}$ is connected; $\nu(y)=\left(v_{1}(y), v_{2}(y), v_{3}(y)\right)$ denotes the outward unit normal vector at the point $y=\left(y_{1}, y_{2}, y_{3}\right) \in \Sigma$.

Given the set of constants $\lambda, \mu, \alpha, \varepsilon, v, \beta$ satisfying the conditions

$$
\alpha, \beta, \mu, v>0 ; \quad 3 \lambda+2 \mu>0 ; \quad 3 \varepsilon+2 v>0
$$

[^0]the homogeneous equation of statics of a Cosserat continuum has the form [2, p. 50]
\[

\left\{$$
\begin{array}{l}
(\mu+\alpha) \Delta u+(\lambda+\mu-\alpha) \operatorname{grad} \operatorname{div} u+2 \alpha \operatorname{rot} \omega=0 \quad \text { in } \Omega  \tag{1}\\
(v+\beta) \Delta \omega+(\varepsilon+v-\beta) \operatorname{grad} \operatorname{div} \omega+2 \alpha \operatorname{rot} u-4 \alpha \omega=0 \text { in } \Omega
\end{array}
$$\right.
\]

where $u=\left(u_{1}, u_{2}, u_{3}\right)$ is the displacement vector and $\omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is the rotation vector. It is convenient to write the basic equations (1) in a matrix form. To this end, we introduce the block matrix

$$
M=\left(\begin{array}{ll}
M^{1} & M^{2} \\
M^{3} & M^{4}
\end{array}\right)
$$

whose entries are $(3 \times 3)$-matrices of differential operators given by

$$
\begin{aligned}
& M_{i j}^{1}=(\mu+\alpha) \delta_{i j} \Delta+(\lambda+\mu-\alpha) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}, \\
& M_{i j}^{2}=M_{i j}^{3}=-2 \alpha \sum_{k=1}^{3} \delta_{i j k} \frac{\partial}{\partial x_{k}}, \\
& M_{i j}^{4}=\delta_{i j}[(v+\beta) \Delta-4 \alpha]+(\varepsilon+v-\beta) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}
\end{aligned}
$$

for $i, j=1,2,3$, where $\delta_{k j}$ denotes Kronecker's symbol and $\delta_{j k p}$ is the Levi-Civita's symbol ${ }^{\ddagger}$. Thus, Equation (1) becomes

$$
\begin{equation*}
M \mathscr{U}=0, \quad \text { in } \Omega \tag{2}
\end{equation*}
$$

where $\mathscr{U}=(u, \omega)^{\prime}$ is a six-component column vector.
We denote by $T$ the stress operator [ $2, \mathrm{p} .59$ ]

$$
T=\left(\begin{array}{cc}
T^{(1)} & T^{(2)}  \tag{3}\\
0 & T^{(4)}
\end{array}\right) \quad T^{(i)}=\left(T_{k j}^{(i)}\right) \quad k, j=1,2,3, \quad i=1,2,4
$$

where

$$
\begin{aligned}
& T^{(1)} u=\lambda(\operatorname{div} u) v+(2 \mu) \frac{\partial u}{\partial v}+(\mu-\alpha)(v \wedge \operatorname{rot} u) \\
& T^{(2)} u=2 \alpha(v \wedge u) \\
& T^{(4)} u=\varepsilon(\operatorname{div} u) v+(2 v) \frac{\partial u}{\partial v}+(v-\beta)(v \wedge \operatorname{rot} u)
\end{aligned}
$$

The block matrix of the fundamental solution of the homogeneous system (2) is given by

$$
\Psi(x)=\left(\begin{array}{ll}
\Psi^{(1)}(x) & \Psi^{(2)}(x) \\
\Psi^{(3)}(x) & \Psi^{(4)}(x)
\end{array}\right) \quad x \in \mathbb{R}^{3} \backslash\{(0,0,0)\}
$$

where $\Psi^{(i)}(x)=\left(\Psi_{k j}^{(i)}(x)\right) k, j=1,2,3, i=1, \ldots, 4$ are the following (3 $\times 3$ )-matrices [2, p.93]:

$$
\begin{aligned}
& \Psi_{k j}^{(1)}(x)=\frac{\delta_{k j}}{2 \pi}\left[\frac{1}{\mu|x|}-\frac{\alpha}{\mu(\alpha+\mu)} \frac{e^{-\sigma|x|}}{|x|}\right]+\frac{1}{2 \pi \mu} \frac{\partial^{2}}{\partial x_{k} \partial x_{j}}\left[-\frac{(\lambda+\mu)}{2(\lambda+2 \mu)}|x|+\frac{\beta+v}{4 \mu} \frac{e^{-\sigma|x|}-1}{|x|}\right] \\
& \Psi_{k j}^{(2)}(x)=\Psi_{k j}^{(3)}(x)=\frac{1}{4 \pi \mu} \sum_{p=1}^{3} \delta_{j k p} \frac{\partial}{\partial x_{p}} \frac{1-e^{-\sigma|x|}}{|x|} ; \\
& \Psi_{k j}^{(4)}(x)=\frac{\delta_{k j}}{2 \pi(\beta+v)} \frac{e^{-\sigma|x|}}{|x|}+\frac{1}{8 \pi} \frac{\partial^{2}}{\partial x_{k} \partial x_{j}}\left[\frac{e^{-\rho|x|}-e^{-\sigma|x|}}{\alpha|x|}-\frac{e^{-\sigma|x|}-1}{\mu|x|}\right]
\end{aligned}
$$

$\sigma=\sqrt{\frac{4 \alpha \mu}{(\mu+\alpha)(v+\beta)}}$ and $\rho=\sqrt{\frac{4 \alpha}{\varepsilon+2 v}}$.

[^1]
## Lemma 1

The matrix $\Psi(x)$ defined by (2) can be written as

$$
\begin{aligned}
& \Psi_{k j}^{1}(x)=\frac{1}{4 \pi}\left[\frac{\lambda+3 \mu+\alpha}{(\mu+\alpha)(\lambda+2 \mu)} \frac{\delta_{k j}}{|x|}+\frac{\lambda+\mu-\alpha}{(\mu+\alpha)(\lambda+2 \mu)} \frac{x_{k} x_{j}}{|x|^{3}}\right]+C_{k j}(x), \\
& \Psi_{k j}^{2}(x)=\Psi_{k j}^{3}(x)=\mathcal{O}(1), \\
& \Psi_{k j}^{4}(x)=\frac{1}{4 \pi}\left[\frac{\varepsilon+3 v+\beta}{(v+\beta)(\varepsilon+2 v)} \frac{\delta_{k j}}{|x|}+\frac{\varepsilon+v-\beta}{(v+\beta)(\varepsilon+2 v)} \frac{x_{k} x_{j}}{|x|^{3}}\right]+D_{k j}(x),
\end{aligned}
$$

where

$$
\begin{align*}
C_{k j}(x)=\frac{e^{-\sigma|x|}-1}{|x|}[- & \left.\frac{\delta_{k j}}{2 \pi \mu} \frac{\alpha}{\mu+\alpha}+\frac{\alpha}{2 \pi \mu(\mu+\alpha)} \frac{x_{k} x_{j}}{|x|^{2}}\right]+\frac{1}{2 \pi \mu} \frac{\beta+v}{4 \mu}\left(\frac{3 x_{k} x_{j}}{|x|^{2}}-\delta_{k j}\right)\left[\frac{(1+\sigma|x|) e^{-\sigma|x|}-1+\frac{1}{2} \sigma^{2}|x|^{2}}{|x|^{3}}\right],  \tag{4}\\
D_{k j}(x)= & {\left[\frac{\delta_{k j}}{2 \pi(\beta+v)}-\frac{1}{8 \pi}\left(\frac{1}{\alpha}+\frac{1}{\mu}\right) \frac{x_{k} x_{j}}{|x|^{2}} \sigma^{2}\right]\left[\frac{e^{-\sigma|x|}-1}{|x|}\right]+\frac{1}{8 \pi \alpha} \frac{x_{k} x_{j}}{|x|^{2}} \rho^{2}\left[\frac{e^{-\rho|x|}-1}{|x|}\right]+} \\
& +\left(\frac{3}{8 \pi \alpha} \frac{x_{k} x_{j}}{|x|^{2}}-\frac{1}{8 \pi \alpha} \delta_{k j}\right)\left[\frac{(1+\rho|x|) e^{-\rho|x|}-1+\frac{1}{2} \rho^{2}|x|^{2}}{|x|^{3}}\right]+  \tag{5}\\
& +\left[\frac{1}{8 \pi}\left(\frac{1}{\alpha}+\frac{1}{\mu}\right) \delta_{k j}-\frac{3}{8 \pi}\left(\frac{1}{\alpha}+\frac{1}{\mu}\right) \frac{x_{k} x_{j}}{|x|^{2}}\right]\left[\frac{(1+\sigma|x|) e^{-\sigma|x|}-1+\frac{1}{2} \sigma^{2}|x|^{2}}{|x|^{3}}\right]
\end{align*}
$$

The functions $C_{k j}(x)$ and $D_{k j}(x)$ are bounded.

### 2.1. Basic problems

The basic problems of statics consist in finding a six-component vector $\mathscr{U}$ solution of (2) and satisfying one of the following boundary conditions, where $f$ is an assigned vector function:

- the first internal basic problem or Problem $(I)^{+}$:

$$
\mathscr{U}^{+}(y)=f(y), \quad \forall y \in \Sigma
$$

- the second internal basic problem or Problem (II) ${ }^{+}$:

$$
[T \mathscr{U}]^{+}(y)=f(y), \quad \forall y \in \Sigma
$$

where $T$ is given by (3);

- the third internal basic problem or Problem (III) ${ }^{+}$

$$
[H \mathscr{U}]^{+}(y)=f(y), \quad \forall y \in \Sigma
$$

where

$$
H=\left(\begin{array}{cc}
1 & 0 \\
0 & -T^{(4)}
\end{array}\right) ;
$$

- the fourth internal basic problem or Problem (IV) ${ }^{+}$:

$$
[R \mathscr{U}]^{+}(y)=f(y), \quad \forall y \in \Sigma
$$

where

$$
R=\left(\begin{array}{cc}
T^{(1)} & T^{(2)} \\
0 & I
\end{array}\right)
$$

We observe the following identity

$$
\begin{equation*}
\left[R_{x}\left[H_{y} \Psi(x-y)\right]^{\prime}\right]^{\prime}=H_{y}\left[R_{x} \Psi(y-x)\right]^{\prime} \tag{6}
\end{equation*}
$$

Let us consider some potential-type integrals:

$$
\begin{align*}
\mathscr{W}[\Phi](x) & =\int_{\Sigma}\left[T_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}  \tag{7}\\
\mathscr{U}[\Phi](x) & =\int_{\Sigma} \Psi(y-x) \Phi(y) d \sigma_{y}  \tag{8}\\
\mathscr{R}[\Phi](x) & =\int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}  \tag{9}\\
\mathscr{H}[\Phi](x) & =\int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y} \tag{10}
\end{align*}
$$

Integrals (7) and (8) are the double and simple layer potential, respectively. Usually (see, e.g., [2]), the solutions of the problems (I) ${ }^{+}{ }_{-}$ $(I V)^{+}$are sought in the form of the potentials (7)-(10), respectively.

In this paper, $p$ indicates a real number such that $p \in] 1,+\infty\left[\right.$. We denote by $\left[L^{p}(\Sigma)\right]^{j}(j \in \mathbb{N} \backslash\{0\})$ the space of all measurable vector-valued functions $u=\left(u_{1}, \ldots, u_{j}\right)$ such that $\left|u_{i}\right|^{p}(i=1, \ldots, j)$ is integrable over $\Sigma$. $\left[W^{1, p}(\Sigma)\right]^{j}(j \in \mathbb{N} \backslash\{0\})$ is the space of all measurable vector-valued functions $u=\left(u_{1}, \ldots, u_{j}\right)$ such that $u_{i}(i=1, \ldots, j)$ belongs to the Sobolev space $W^{1, p}(\Sigma)$. The symbols $\mathfrak{D}^{p}, \mathfrak{R}^{p}$, and $\mathfrak{H}^{p}$ stand for the class of double layer potentials (7) with density in $\left[W^{1, p}(\Sigma)\right]^{6}$, the class of potentials (9) with density in $\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}$ and the class of potentials (10) with density in $\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$, respectively.

Let us consider the following singular integral systems:

$$
\begin{align*}
& \mp(z)+\int_{\Sigma}\left[T_{y} \Psi(y-z)\right]^{\prime} \Phi(y) d \sigma_{y}=f(z)  \tag{11}\\
& \mp \Phi(z)+\int_{\Sigma} H_{z}\left[R_{y} \Psi(y-z)\right]^{\prime} \Phi(y) d \sigma_{y}=f(z)  \tag{12}\\
& \pm \Phi(z)+\int_{\Sigma} R_{z}\left[H_{y} \Psi(y-z)\right]^{\prime} \Phi(y) d \sigma_{y}=f(z) \tag{13}
\end{align*}
$$

The corresponding homogeneous integral equations $(f=0)$ will be denoted by the same symbols with the subscript 0 .
We recall that a complete system of linearly independent solutions of $(11)_{0}^{-}\left\{\varphi^{(h)}(x)\right\}, h=1, \ldots, 6$ is given by [2, Theorem 2.7, p. 502]:

$$
\begin{align*}
& \varphi^{(1)}(x)=(1,0,0,0,0,0) ; \varphi^{(4)}(x)=\left(0,-x_{3}, x_{2}, 1,0,0\right) ; \\
& \varphi^{(2)}(x)=(0,1,0,0,0,0) ; \varphi^{(5)}(x)=\left(x_{3}, 0,-x_{1}, 0,1,0\right) ;  \tag{14}\\
& \varphi^{(3)}(x)=(0,0,1,0,0,0) ; \varphi^{(6)}(x)=\left(-x_{2}, x_{1}, 0,0,0,1\right) .
\end{align*}
$$

The system $\left\{\varphi^{(h)}(x)\right\}, h=1,2,3$ forms a complete system of linearly independent solutions of (12) $)_{0}^{-}$[2, Theorem 2.12, p. 507].
The following result is proved in $[6$, Theorem 3.1, p. 10] (note that in [6], we have considered the generalized stress operator $S$, which includes $T$ as a particular case).

## Theorem 1

Let $\mathscr{W}$ be the double layer potential (7) with density $\mathscr{U}=(u, \omega)^{\prime} \in\left[W^{1, p}(\Sigma)\right]^{6}$. We have for any $x \in \Omega$

$$
\begin{gathered}
\frac{\partial}{\partial x_{s}} \mathscr{W}_{j}(x)=\mathscr{K}_{j s}(d u)(x)+\frac{\partial}{\partial x_{s}} \int_{\Sigma}\left(T_{y} \Psi\right)_{k j}^{3}(y-x) \omega_{k}(y) d \sigma_{y} \\
\frac{\partial}{\partial x_{s}} \mathscr{W}_{j+3}(x)=\mathscr{F}_{j s}(d \omega)(x)+\frac{\partial}{\partial x_{s}} \int_{\Sigma}\left[\widetilde{D}_{k j}(y-x) \omega_{k}(y)+\left(T_{y} \Psi\right)_{k j}^{2}(y-x) u_{k}(y)\right] d \sigma_{y},
\end{gathered}
$$

where $d u=\left(d u_{1}, d u_{2}, d u_{3}\right), d \omega=\left(d \omega_{1}, d \omega_{2}, d \omega_{3}\right)$,

$$
\begin{aligned}
\mathscr{K}_{j s}(\psi)(x)= & 2 \Theta_{s}\left(\psi_{j}\right)(x)-\delta_{p k q}^{123} \int_{\Sigma} \frac{\partial}{\partial x_{s}}\left[H_{j p}^{1}(y-x)\right] \wedge \psi_{k}(y) \wedge d y^{q}, \quad \psi \in\left[L_{1}^{p}(\S)\right]^{3}, \\
\mathscr{F}_{j s}(\varphi)(x)= & 2 \Theta_{s}\left(\varphi_{j}\right)(x)-\delta_{p k g}^{123} \int_{\Sigma} \frac{\partial}{\partial x_{s}}\left[H_{j p}^{2}(y-x)\right] \wedge \varphi_{k}(y) \wedge d y^{q}, \quad \varphi \in\left[L_{1}^{p}(\S)\right]^{3}, \\
H_{j p}^{1}(y-x)= & \frac{1}{4 \pi}\left[\frac{(\mu+\xi)(\lambda+3 \mu+\alpha)}{(\mu+\alpha)(\lambda+2 \mu)}-2\right] \frac{\delta_{j p}}{|y-x|}+ \\
& +\frac{1}{4 \pi} \frac{(\mu+\xi)(\lambda+\mu-\alpha)}{(\mu+\alpha)(\lambda+2 \mu)} \frac{1}{|y-x|} \frac{\partial}{\partial y_{j}}|y-x| \frac{\partial}{\partial y_{p}}|y-x|+(\mu+\xi) C_{j p}(y-x), \\
H_{j p}^{2}(y-x)= & \frac{1}{4 \pi}\left[\frac{(\chi+v)(\varepsilon+3 v+\beta)}{(v+\beta)(\varepsilon+2 v)}-2\right] \frac{\delta_{j p}}{|y-x|}+ \\
& +\frac{1}{4 \pi} \frac{(\chi+v)(\varepsilon+v-\beta)}{(v+\beta)(\varepsilon+2 v)} \frac{1}{|y-x|} \frac{\partial}{\partial y_{j}}|y-x| \frac{\partial}{\partial y_{p}}|y-x|+(\chi+v) D_{j p}(y-x)
\end{aligned}
$$

and

$$
\begin{equation*}
\widetilde{D}_{k j}(y-x)=\frac{1}{2 \pi} v_{k}(y) \frac{\partial}{\partial y_{j}} \frac{e^{-\rho|y-x|}-1}{|y-x|}-\frac{1}{2 \pi} v_{j}(y) \frac{\partial}{\partial y_{k}} \frac{e^{-\sigma|y-x|}-1}{|y-x|}+\frac{1}{2 \pi} \delta_{k j} \frac{\partial}{\partial v} \frac{e^{-\sigma|y-x|}-1}{|y-x|} . \tag{15}
\end{equation*}
$$

Here, $S, C_{j p}$, and $D_{j p}$ are given by (3), (4), and (5), respectively.

## Lemma 2

Let $\mathscr{W} \in \mathscr{D}^{2}$ be a double layer potential with density $\Phi=(\varphi, \vartheta) \in\left[W^{1,2}(\Sigma)\right]^{6}$. Then

$$
\begin{equation*}
\int_{\Omega} E(\mathscr{W}, \mathscr{W}) d x=\int_{\Sigma}[\mathscr{W} T \mathscr{W}]^{+} d \sigma \tag{16}
\end{equation*}
$$

01 where

$$
\begin{aligned}
E\left(\mathscr{U}, \mathscr{U}^{\prime}\right)= & \frac{3 \lambda+2 \mu}{3} \sum_{i, j} \frac{\partial u_{i}}{\partial x_{i}} \frac{\partial u_{j}^{\prime}}{\partial x_{j}}+\frac{\mu}{2} \sum_{i, j}\left[\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \sum_{k} \frac{\partial u_{k}}{\partial x_{k}}\right] \\
& \times\left[\frac{\partial u_{i}^{\prime}}{\partial x_{j}}+\frac{\partial u_{j}^{\prime}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \sum_{k} \frac{\partial u_{k}^{\prime}}{\partial x_{k}}\right]+\frac{\alpha}{2} \sum_{i j}\left[\frac{\partial u_{j}}{\partial x_{i}}-\frac{\partial u_{i}}{\partial x_{j}}+2 \sum_{k} \varepsilon_{k j} \omega_{k}\right] \\
& \times\left[\frac{\partial u_{j}^{\prime}}{\partial x_{i}}-\frac{\partial u_{i}^{\prime}}{\partial x_{j}}+2 \sum_{k} \varepsilon_{k j j} \omega_{k}^{\prime}\right]+\frac{3 \varepsilon+2 v}{3} \sum_{i, j} \frac{\partial \omega_{i}}{\partial x_{i}} \frac{\partial \omega_{j}^{\prime}}{\partial x_{j}} \\
& +\frac{v}{2} \sum_{i, j}\left[\frac{\partial \omega_{i}}{\partial x_{j}}+\frac{\partial \omega_{j}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \sum_{k} \frac{\partial \omega_{k}}{\partial x_{k}}\right]\left[\frac{\partial \omega_{i}^{\prime}}{\partial x_{j}}+\frac{\partial \omega_{j}^{\prime}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \sum_{k} \frac{\partial \omega_{k}^{\prime}}{\partial x_{k}}\right] \\
& +\frac{\beta}{2} \sum_{i j}\left[\frac{\partial \omega_{j}}{\partial x_{i}}-\frac{\partial \omega_{i}}{\partial x_{j}}\right]\left[\frac{\partial \omega_{j}^{\prime}}{\partial x_{i}}-\frac{\partial \omega_{i}^{\prime}}{\partial x_{j}}\right],
\end{aligned}
$$

with $\mathscr{U}=(u, \omega), \mathscr{U}^{\prime}=\left(u^{\prime}, \omega^{\prime}\right)$ six-component vectors and $u=\left(u_{1}, u_{2}, u_{3}\right), \omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right), u^{\prime}=\left(u_{1}^{\prime}, u_{2}^{\prime}, u_{3}^{\prime}\right), \omega^{\prime}=\left(\omega_{1}^{\prime}, \omega_{2}^{\prime}, \omega_{3}^{\prime}\right)$.
Proof
Let $\left(\Phi_{k}\right)_{k \geq 1}$ be a sequence of functions in $\left[C^{1, h}(\Sigma)\right]^{6}(0<h<I$, I being the Lyapunov exponent of $\Sigma)$ such that $\Phi_{k} \rightarrow \Phi$ in $\left[W^{1,2}(\Sigma)\right]^{6}$. Setting

$$
\mathscr{W}_{k}\left[\Phi_{k}\right](x)=\int_{\Sigma}\left[T_{y} \Psi(x-y)\right]^{\prime} \Phi_{k}(y) d \sigma_{y}
$$

we have that $\mathscr{W}_{k}\left[\Phi_{k}\right] \in\left[C^{1, h}(\bar{\Omega})\right]^{6}, M \mathscr{W}_{k}\left[\Phi_{k}\right]=0$ and then

$$
\begin{equation*}
\int_{\Omega} E\left(\mathscr{W}_{k}, \mathscr{W}_{k}\right) d x=\int_{\Sigma}\left[\mathscr{W}_{k} T_{\mathscr{W}_{k}}\right]^{+} d \sigma \tag{17}
\end{equation*}
$$

From $\Phi_{k} \rightarrow \Phi$ in $\left[L^{2}(\Sigma)\right]^{6}$, it follows that $\mathscr{W}_{k} \rightarrow \mathscr{W}$ in $\left[L^{2}(\Sigma)\right]^{6}$ because of [2, Theorem 3.36, p. 211].
One can check that $\frac{\partial}{\partial x_{s}}\left(T_{y} \Psi\right)_{k j}^{2}(x-y)=\mathcal{O}\left(\frac{1}{|x-y|^{2}}\right)$ and $\frac{\partial}{\partial x_{s}}\left(T_{y} \Psi\right)_{k j}^{3}(x-y)=\mathcal{O}\left(\frac{1}{|x-y|^{2}}\right)$, while $\frac{\partial}{\partial x_{s}} \widetilde{D}(x-y)=\mathcal{O}\left(\frac{1}{|x-y|}\right)$. This implies

$$
\begin{aligned}
\mathscr{K}_{s j}\left(d \varphi_{k}\right) & \rightarrow \mathscr{K}_{s j}(d \varphi), \quad \mathscr{F}_{s j}\left(d \vartheta_{k}\right) \rightarrow \mathscr{F}_{s j}(d \vartheta), \\
\frac{\partial}{\partial x_{s}} \int_{\Sigma}\left[\left(T_{y} \Psi\right)^{3}\right]^{\prime}(y-x) \vartheta_{k}(y) d \sigma_{y} & \rightarrow \frac{\partial}{\partial x_{s}} \int_{\Sigma}\left[\left(T_{y} \Psi\right)^{3}\right]^{\prime}(y-x) \vartheta(y) d \sigma_{y}, \\
\frac{\partial}{\partial x_{s}} \int_{\Sigma}\left[\widetilde{D}^{\prime}(y-x) \vartheta_{k}(y)+\left[\left(T_{y} \Psi\right)^{2}\right]^{\prime}(y-x) \varphi_{k}(y)\right] d \sigma_{y} & \rightarrow \frac{\partial}{\partial x_{s}} \int_{\Sigma}\left[\widetilde{D}^{\prime}(y-x) \vartheta(y)+\left[\left(T_{y} \Psi\right)^{2}\right]^{\prime}(y-x) \varphi(y)\right] d \sigma_{y}
\end{aligned}
$$

in $L^{2}(\Omega)$. By applying Theorem 1 , we see that $\nabla \mathscr{W}_{k} \rightarrow \nabla \mathscr{W}$ in $\left[L^{2}(\Omega)\right]^{6}$. Moreover, also in $L^{2}(\Sigma)$ [9, Lemma 3.2 and Lemma 3.3], it follows from [6, Lemma 4.3] that $T \mathscr{W}_{k} \rightarrow T \mathscr{W}$ in $\left[L^{2}(\Sigma)\right]^{6}$. We obtain the claim by letting $k \rightarrow+\infty$ in (17).

## 3. Problem (II) ${ }^{+}$

In this section, we look for the solution of the second BVP (18) in the form of a double layer potential instead of the simple layer potential.

## Theorem 2

Given $f \in\left[L^{p}(\Sigma)\right]^{6}$, the second BVP

$$
\left\{\begin{array}{l}
\mathscr{U} \in \mathfrak{D}^{p}  \tag{18}\\
M \mathscr{U}=0 \text { in } \Omega \\
{[T \mathscr{U}]^{+}=f \text { on } \Sigma}
\end{array}\right.
$$

admits a solution if, and only if,

$$
\begin{align*}
& \int_{\Sigma} f_{k}(y) d \sigma_{y}=0, \quad k=1,2,3 \\
& \int_{\Sigma}\left[f_{3+k}(y)+\sum_{i, j=1}^{3} \delta_{k j} y^{\prime} f_{j}(y)\right] d \sigma_{y}=0, \quad k=1,2,3 \tag{19}
\end{align*}
$$

The density of double layer potential (7) is given by a simple layer potential (8) $\mathscr{U}[\Phi], \Phi \in\left[L^{p}(\Sigma)\right]^{6}$ being a solution of the singular integral system

$$
\begin{equation*}
-\Phi+J^{2} \Phi=f \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
J \Phi(x)=\int_{\Sigma} T_{x}[\Psi(y-x)] \Phi(y) d \sigma_{y}, \quad x \in \Sigma \tag{21}
\end{equation*}
$$

Moreover, the solution is determined up to an additive rigid displacement $(u, \omega)$, where $u=a \wedge x+b, \omega=a,\left(a, b \in \mathbb{R}^{3}\right)$.
Proof
Let $\mathscr{W}$ be a double layer potential with density $\mathscr{U} \in\left[W^{1, p}(\Sigma)\right]^{6}$. It is proved in $[6$, p. 17] that

$$
T \mathscr{W}[\mathscr{U}[\Phi]](x)=-\Phi(x)+J^{2} \Phi(x), \quad x \in \Sigma
$$

where $J$ is defined in (21). The boundary condition $[T \mathscr{W}]^{+}=f$ can be written as in (20). There exists a solution of (18) in the form of a double layer potential if, and only if, the singular system (20) is solvable. To this end, assume that conditions (19) hold and consider the following integral system

$$
\begin{equation*}
-\gamma+J \gamma=f \tag{22}
\end{equation*}
$$

Because the homogeneous adjoint of (22) (which is (11) ${ }_{0}^{+}$, see [2, Theorem 2.1, p. 496]) has only the trivial solution [2, Theorem 2.5, p. 500], there exists a solution $\gamma \in\left[L^{p}(\Sigma)\right]^{6}$ of (22) for any $f \in\left[L^{p}(\Sigma)\right]^{6}$. We now consider

$$
\begin{equation*}
\Phi+J \Phi=\gamma \tag{23}
\end{equation*}
$$

where $\gamma$ is a solution of (22). In this case, there exists $\Phi \in\left[L^{p}(\Sigma)\right]^{6}$ solution of (23) if, and only if,

$$
\begin{equation*}
\int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}=0 \tag{24}
\end{equation*}
$$

where $\left\{\varphi^{(h)}(x)\right\}$ is a complete system of linearly independent solutions of (11)- given by (14). We have

$$
\begin{aligned}
& \int_{\Sigma} f(x) \varphi^{(h)}(x) d \sigma_{x}=\int_{\Sigma}[-I+J] \gamma(x) \varphi^{(h)}(x) d \sigma_{x}= \\
=- & \int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \varphi^{(h)}(x) d \sigma_{x} \int_{\Sigma}\left[T_{x} \Psi(y-x)\right] \gamma(y) d \sigma_{y}= \\
=- & \int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \gamma(y) d \sigma_{y} \int_{\Sigma}\left[T_{x} \Psi(y-x)\right]^{\prime} \varphi^{(h)}(x) d \sigma_{x}= \\
=- & \int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}-\int_{\Sigma} \gamma(y) \varphi^{(h)}(y) d \sigma_{y}= \\
=- & 2 \int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x} .
\end{aligned}
$$

Then compatibility conditions (24) hold by virtue of (19).
Conversely, if $\mathscr{U}$ is a solution of (18), from [6, Lemma 4.3] and Lemma 2, we have

$$
\int_{\Sigma} f(y) \varphi^{(h)}(y) d \sigma_{y}=\int_{\Sigma} T \mathscr{U}(y) \varphi^{(h)}(y) d \sigma_{y}=\int_{\Omega} E\left(\mathscr{U}(y), \varphi^{(h)}(y)\right) d y=0
$$

because $E\left(\mathscr{U}, \varphi^{(h)}\right)=0$ (as one can be verified by a straightforward calculation).
Finally, we pass to discuss the uniqueness. Let $\mathscr{V}_{1}$ and $\mathscr{V}_{2}$ be solutions of (18) with datum $f$. Then, $\mathscr{U}=\mathscr{V}_{1}-\mathscr{V}_{2}$ is the solution of the corresponding homogeneous problem. We observe that

$$
\begin{equation*}
\mathscr{U} T \mathscr{U}=u\left(T^{(1)} u+T^{(2)} \omega\right)+\omega T^{(4)} \omega, \quad \text { on } \Sigma, \tag{25}
\end{equation*}
$$

where $\mathscr{U}=(u, \omega)$. Because $[T \mathscr{U}]^{+}=0$, it follows from (16) that $E(\mathscr{U}, \mathscr{U})=0$. Then, $u=a \wedge x+b, \omega=a,\left(a, b \in \mathbb{R}^{3}\right)$.

## 4. Problem (III) ${ }^{+}$

Here, we solve the third BVP (29) by means of the potential $\mathscr{H}(10)$. In this case, we need an additional term to $\mathscr{H}$ (34). We start by a lemma.

Lemma 3
We have that

$$
[H \mathscr{H}[R \mathscr{R}[\Phi]]]^{+}=-\Phi+L^{2} \Phi, \quad \Phi \in\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}
$$

where

$$
\begin{equation*}
L \Phi(x)=\int_{\Sigma} H_{x}\left[R_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}, \quad x \in \Sigma \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{H}[R \mathscr{R}[\Phi]](x)=\int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R \mathscr{R}[\Phi](y) d \sigma_{y}, \quad x \in \Omega \tag{27}
\end{equation*}
$$

and $\mathscr{R}[\Phi]$ is given by (9).
Proof
Let $\Phi \in\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}$. Because $\mathscr{R}[\Phi] \in\left[W^{1, p}(\Sigma)\right]^{6}$, we have $R \mathscr{R}[\Phi] \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$. Then $\mathscr{H}[R \mathscr{R}[\Phi]] \in\left[W^{1, p}(\Sigma)\right]^{6}$.
From [2, Theorem 1.2, p. 492], we have

$$
\mathscr{H}[R \mathscr{R}](x)=2 \mathscr{R}(x)+\int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} H \mathscr{R}(y) d \sigma_{y}, \quad x \in \Omega
$$

It is also known that [2, (1.24), p. 493]

$$
\begin{equation*}
\left[H\left(\int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}\right)\right]^{+}=-\Phi(x)+H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y} \quad \quad x \in \Sigma \tag{28}
\end{equation*}
$$

So we have

$$
\begin{aligned}
& {[H \mathscr{H}[R \mathscr{R}](x)]^{+}=\left[H\left(2 \mathscr{R}(x)+\int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} H \mathscr{R}(y) d \sigma_{y}\right)\right]^{+}=} \\
& =\left[2 H \mathscr{R}(x)+H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} H \mathscr{R}(y) d \sigma_{y}\right]^{+}= \\
& =2 H \mathscr{R}(x)-H \mathscr{R}(x)+H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} H \mathscr{R}(y) d \sigma_{y}= \\
& =H \mathscr{R}(x)+H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} H \mathscr{R}(y) d \sigma_{y}
\end{aligned}
$$

Keeping in mind (9), (28), and (26)

$$
\begin{aligned}
& {[H \mathscr{H}[R \mathscr{R}[\Phi]](x)]^{+}=H_{x}\left[\int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}\right]+} \\
& H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} H_{y}\left[\int_{\Sigma}\left[R_{z} \Psi(z-y)\right]^{\prime} \Phi(z) d \sigma_{z}\right] d \sigma_{y}= \\
& =-\Phi(x)+H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}-H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}+ \\
& H_{x} \int_{\Sigma}\left[R_{y} \Psi(y-x)\right]^{\prime} H_{y} \int_{\Sigma}\left[R_{z} \Psi(z-y)\right]^{\prime} \Phi(z) d \sigma_{z} d \sigma_{y}= \\
& =-\Phi(x)+\int_{\Sigma} H_{x}\left[R_{y} \Psi(y-x)\right]^{\prime} \int_{\Sigma} H_{y}\left[R_{z} \Psi(z-y)\right]^{\prime} \Phi(z) d \sigma_{z} d \sigma_{y}= \\
& =-\Phi(x)+L^{2} \Phi(x)
\end{aligned}
$$

## Proposition 1

Given $f \in\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}$, the third BVP

$$
\left\{\begin{array}{l}
\mathscr{U} \in \mathfrak{H}^{p}  \tag{29}\\
M \mathscr{U}=0 \quad \text { in } \Omega \\
{[H \mathscr{U}]^{+}=f \text { on } \Sigma}
\end{array}\right.
$$

admits a unique solution represented by the potential (27) if the following conditions

$$
\begin{equation*}
\int_{\Sigma} f(x) \psi^{(h)}(x) d \sigma_{x}=0, \quad h=1,2,3 \tag{30}
\end{equation*}
$$

are satisfied, $\left\{\psi^{(h)}\right\}$ being a complete system of linearly independent solutions of $(13)_{0}^{+}$. Moreover, the density of (27) is given by the potential $R \mathscr{R}[\Phi]$, where $\Phi \in\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}$ satisfies the following singular integral system

$$
\begin{equation*}
-\Phi+L^{2} \Phi=f \tag{31}
\end{equation*}
$$

$L$ being given by (26).
Proof
Assume that (30) hold. The system (31) can be rewritten as $(-I+L)(\Phi+L \Phi)=f$. Let $\gamma \in\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}$ be a solution of

$$
-\gamma+L \gamma=f
$$

Such a solution does exist, because its homogeneous adjoint system (13)- has no eigensolutions [2, Theorem 2.10, p. 505]. The following system

$$
\Phi+\angle \Phi=\gamma
$$

admits solution if and only if

$$
\begin{equation*}
\int_{\Sigma} \gamma(x) \psi^{(h)}(x) d \sigma_{x}=0, \quad h=1,2,3 \tag{32}
\end{equation*}
$$

where $\left\{\psi^{(h)}\right\}$ forms a complete system of linearly independent solutions of $(13)_{0}^{+}$. Keeping in mind (6) and that $\psi^{(h)}$ satisfies (13) $)_{0}^{+}$, we have

$$
\begin{aligned}
& \int_{\Sigma} f(x) \psi^{(h)}(x) d \sigma_{x}=\int_{\Sigma}[-I+L] \gamma(x) \psi^{(h)}(x) d \sigma_{x}= \\
= & -\int_{\Sigma} \gamma(x) \psi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \psi^{(h)}(x) d \sigma_{x} \int_{\Sigma} H_{x}\left[R_{y} \Psi(y-x)\right]^{\prime} \gamma(y) d \sigma_{y}= \\
= & -\int_{\Sigma} \gamma(x) \psi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \gamma(y) d \sigma_{y} \int_{\Sigma} R_{y}\left[H_{x} \Psi(y-x)\right]^{\prime} \psi^{(h)}(x) d \sigma_{x}= \\
= & -\int_{\Sigma} \gamma(x) \psi^{(h)}(x) d \sigma_{x}-\int_{\Sigma} \gamma(y) \psi^{(h)}(y) d \sigma_{y}= \\
= & -2 \int_{\Sigma} \gamma(x) \psi^{(h)}(x) d \sigma_{x} .
\end{aligned}
$$

Then, (32) is satisfied by virtue of (30).
Let now $\mathscr{V}_{1}$ and $\mathscr{V}_{2}$ be the solutions of (29) with datum $f$. Then, $\mathscr{U}=\mathscr{V}_{1}-\mathscr{V}_{2}$ is the solution of the corresponding homogeneous problem. Beause $[H \mathscr{U}]^{+}=0$, from (25), we have that $[\mathscr{U T} \mathscr{U}]^{+}=0$ on $\Sigma$. Then, $\mathscr{U}$ is a double layer potential whose first three components are zero. It follows from (16) that $E(\mathscr{U}, \mathscr{U})=0$. Then, $u=a \wedge x+b, \omega=a,\left(a, b \in \mathbb{R}^{3}\right)$. Because $u=0$, we have $a=b=0$.

By the symbol $\mathfrak{C}^{r p}$, we denote the class of all linear combinations of potentials (10) and (9).

## Theorem 3

Given $f \in\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}$, the following BVP

$$
\left\{\begin{array}{l}
\mathscr{U} \in \mathfrak{C}^{p}  \tag{33}\\
M \mathscr{U}=0 \text { in } \Omega \\
{[H \mathscr{U}]^{+}=f \text { on } \Sigma}
\end{array}\right.
$$

admits a unique solution represented by

$$
\begin{equation*}
\mathscr{U}=\mathscr{H}+\mathscr{R}\left[-\frac{f}{2}\right], \tag{34}
\end{equation*}
$$

where $\mathscr{H}$ is the potential (27) and $\mathscr{R}\left[-\frac{f}{2}\right]$ is the potential (9).
Proof
If $\mathscr{U}$ is a solution of (33) in the form (34), the boundary condition $[H \mathscr{U}]^{+}=f$ is equivalent to

$$
H \mathscr{H}=f-H \mathscr{R}\left[-\frac{f}{2}\right] .
$$

From the Proposition (1), the third BVP (29) admits a solution if

$$
\int_{\Sigma}\left(f-H \mathscr{R}\left[-\frac{f}{2}\right]\right) \psi^{(h)} d \sigma=0, \quad h=1,2,3
$$

where $\left\{\psi^{(h)}\right\}$ is a complete system of linearly independent solutions of (13) ${ }_{0}^{+}$. In fact,

$$
\begin{aligned}
& \int_{\Sigma} H \mathscr{R}\left[-\frac{f}{2}\right](x) \psi^{(h)}(x) d \sigma_{x}= \\
= & -\int_{\Sigma}\left(-\frac{f}{2}\right)(x) \psi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \psi^{(h)}(x) d \sigma_{x} \int_{\Sigma} H_{x}\left[R_{y} \Psi(y-x)\right]^{\prime}\left(-\frac{f}{2}(y)\right) d \sigma_{y}= \\
= & \int_{\Sigma} \frac{f}{2}(x) \psi^{(h)}(x) d \sigma_{x}-\int_{\Sigma} \frac{f}{2}(y) d \sigma_{y} \int_{\Sigma} R_{y}\left[H_{x} \Psi(y-x)\right]^{\prime} \psi^{(h)}(x) d \sigma_{x}= \\
= & \int_{\Sigma} \frac{f}{2}(x) \psi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \frac{f}{2}(y) \psi^{(h)}(y) d \sigma_{y}=\int_{\Sigma} f(x) \psi^{(h)}(x) d \sigma_{x} .
\end{aligned}
$$

Finally, the uniqueness of the solution follows from the uniqueness of the problem (29).

## 5. Problem (IV) ${ }^{+}$

In the last section, we represent the solution of the fourth BVP (40) as a potential (9).

## Lemma 4

The following singular integral system

$$
\begin{equation*}
-\Phi+K^{2} \Phi=f \tag{35}
\end{equation*}
$$

where $f \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$ and

$$
K \Phi(x)=\int_{\Sigma} R_{x}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}
$$

admits a solution $\Phi \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$ if, and only if, the following conditions

$$
\begin{equation*}
\int_{\Sigma} f_{k}(y) d \sigma_{y}=0, \quad k=1,2,3 \tag{36}
\end{equation*}
$$

are satisfied.
Proof
Let $\Phi \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$. Because $\mathscr{H}[\Phi] \in\left[W^{1, p}(\Sigma)\right]^{6}$, we have $K[\Phi] \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$.
The system (35) can be rewritten as $(-I+K)(\Phi+K \Phi)=f$. Consider

$$
\begin{equation*}
-\gamma+K \gamma=f \tag{37}
\end{equation*}
$$

Its homogeneous adjoint system is (12) ${ }_{0}^{+}$, which has only trivial solutions [2, Theorem $\left.2.10, \mathrm{p} .505\right]$. Then there exists $\gamma \in\left[L^{p}(\Sigma)\right]^{3} \times$ $\left[W^{1, p}(\Sigma)\right]^{3}$ solution of (37) for any $f$. Consider now

$$
\begin{equation*}
\Phi+K \Phi=\gamma \tag{38}
\end{equation*}
$$

It admits a solution $\Phi \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$ if, and only if, $\gamma$ is orthogonal to every element of $(12)_{0}^{-}$. A complete system of linearly independent solutions of (12) $)_{0}^{-}\left\{\varphi^{(h)}\right\}$ is given by (14), for $h=1,2,3$. Then there exists a solution $\gamma$ of (38) if, and only if,

$$
\begin{equation*}
\int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}=0, \quad h=1,2,3 \tag{39}
\end{equation*}
$$

Keeping in mind (6) and that $\left\{\varphi^{(h)}\right\}, h=1,2,3$, satisfies (12) - , we have

$$
\begin{aligned}
& \int_{\Sigma} f(x) \varphi^{(h)}(x) d \sigma_{x}=\int_{\Sigma}[-I+K] \gamma(x) \varphi^{(h)}(x) d \sigma_{x}= \\
=- & \int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \varphi^{(h)}(x) d \sigma_{x} \int_{\Sigma} R_{x}\left[H_{y} \Psi(y-x)\right]^{\prime} \gamma(y) d \sigma_{y}= \\
=- & \int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}+\int_{\Sigma} \gamma(y) d \sigma_{y} \int_{\Sigma} H_{y}\left[R_{x} \Psi(y-x)\right]^{\prime} \varphi^{(h)}(x) d \sigma_{x}= \\
= & -\int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x}-\int_{\Sigma} \gamma(y) \varphi^{(h)}(y) d \sigma_{y}= \\
=- & -2 \int_{\Sigma} \gamma(x) \varphi^{(h)}(x) d \sigma_{x} .
\end{aligned}
$$

Thus, (39) are equivalent to (36).

## Theorem 4

Given $f \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$, the fourth BVP

$$
\left\{\begin{array}{l}
\mathscr{U} \in \mathfrak{R}^{p}  \tag{40}\\
M \mathscr{U}=0 \quad \text { in } \Omega \\
{[R \mathscr{U}]^{+}=f \text { on } \Sigma}
\end{array}\right.
$$

admits a solution if, and only if, (36) is satisfied. The solution is determined up to an additive rigid translation, that is, an expression of the type $(u, \omega)$, where $u=b$ and $\omega=0, b$ being an arbitrary constant vector.
Moreover, the solution of (40) is represented by a potential (9) $\mathscr{R}[\Lambda]$ where its density is given by

$$
\begin{equation*}
\Lambda(x)=H_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}, \quad x \in \Sigma \tag{41}
\end{equation*}
$$

$\Phi \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$ being a solution of the singular integral system (35).

Proof
Let $\Phi \in\left[L^{p}(\Sigma)\right]^{3} \times\left[W^{1, p}(\Sigma)\right]^{3}$. Because $\mathscr{H}[\Phi] \in\left[W^{1, p}(\Sigma)\right]^{6}$, we have $H \mathscr{H}[\Phi] \in\left[W^{1, p}(\Sigma)\right]^{3} \times\left[L^{p}(\Sigma)\right]^{3}$. Then $\mathscr{R}[H \mathscr{H}[\Phi]] \in\left[W^{1, p}(\Sigma)\right]^{6}$. We consider a potential $\mathscr{U} \in \mathfrak{R}^{p}$ with density (41). The boundary condition $[R \mathscr{R}[\Lambda]]^{+}=f$ turns into the system (35). In fact, by [2, Theorem 1.2, p. 492], we have

$$
\mathscr{R}[H \mathscr{H}](x)=-2 \mathscr{H}(x)+\int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R \mathscr{H}(y) d \sigma_{y}, \quad x \in \Omega .
$$

It is also known that [2, (1.23), p. 493]

$$
\left[R\left(\int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}\right)\right]^{+}=\Phi(x)+R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}, \quad x \in \Sigma
$$

$$
\begin{aligned}
& {[R \mathscr{R}[H \mathscr{H}](x)]^{+}=\left[R\left(-2 \mathscr{H}(x)+\int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R \mathscr{H}(y) d \sigma_{y}\right)\right]^{+}=} \\
& =\left[-2 R \mathscr{H}(x)+R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R \mathscr{H}(y) d \sigma_{y}\right]^{+}= \\
& =-2 R \mathscr{H}(x)+R \mathscr{H}(x)+R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R \mathscr{H}(y) d \sigma_{y}= \\
& =-R \mathscr{H}(x)+R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R \mathscr{H}(y) d \sigma_{y}
\end{aligned}
$$

Keeping in mind (10),

$$
\begin{aligned}
& {[R \mathscr{R}[H \mathscr{H}[\Phi]](x)]^{+}=-R_{x}\left[\int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}\right]+} \\
& R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R_{y}\left[\int_{\Sigma}\left[H_{z} \Psi(z-y)\right]^{\prime} \Phi(z) d \sigma_{z}\right] d \sigma_{y}= \\
& =-\Phi(x)-R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}+R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} \Phi(y) d \sigma_{y}+ \\
& R_{x} \int_{\Sigma}\left[H_{y} \Psi(y-x)\right]^{\prime} R_{y} \int_{\Sigma}\left[H_{z} \Psi(z-y)\right]^{\prime} \Phi(z) d \sigma_{z} d \sigma_{y}= \\
& =-\Phi(x)+\int_{\Sigma} R_{x}\left[H_{y} \Psi(y-x)\right]^{\prime} \int_{\Sigma} R_{y}\left[H_{z} \Psi(z-y)\right]^{\prime} \Phi(z) d \sigma_{z} d \sigma_{y}= \\
& =-\Phi(x)+K^{2} \Phi(x)
\end{aligned}
$$

and thus, because of $[R \mathscr{R}]^{+}=f$, we obtain (35). Then there exists a solution of the fourth BVP if, and only if, (35) is solvable. If (36) is satisfied from Lemma 4, we have the assert.
Conversely, if $\mathscr{U}=(u, \omega)$ is a solution of (40), from [6, Lemma 4.3] and Lemma 2, we have

$$
\int_{\Sigma} f(y) \varphi^{(h)}(y) d \sigma_{y}=\int_{\Sigma} R \mathscr{U}(y) \varphi^{(h)}(y) d \sigma_{y}=\int_{\Omega} E\left(\mathscr{U}(y), \varphi^{(h)}(y)\right) d y=0,
$$

( $h=1,2,3$ ) because $E\left(\mathscr{U}, \varphi^{(h)}\right)=0$.
Finally, we discuss the uniqueness. Let $\mathscr{V}_{1}$ and $\mathscr{1}$, be solutions of (40) with datum $f$. Then, $\mathscr{U}=\mathscr{V}_{1}-\mathscr{V}_{2}$ is the solution of the corresponding homogeneous problem. Beause $[R \mathscr{U}]^{+}=0$, from (25), we have that $[\mathscr{U} T \mathscr{U}]^{+}=0$ on $\Sigma$. Then, $\mathscr{U}$ is a double layer potential whose last three components are zero. It follows from (16) that $E(\mathscr{U}, \mathscr{U})=0$. Then, $u=a \wedge x+b, \omega=a,\left(a, b \in \mathbb{R}^{3}\right)$. Because $\omega=0$, we have $a=0$.

## References

1. Dhaliwal RS, Chowdhury KL. Potential methods in the linear couple-stresses theory of elasticity. Acta Mechanica 1972; 15:165-176.
2. Kupradze VD, Gegelia TG, Bašeleišvili MO, Burculadze TV. Three-dimensional Problems of the Mathematical Theory Of Elasticity and Thermoelasticity, North-Holland Series in Applied Mathematics and Mechanics, Vol. 25. North-Holland Publishing Co.: Amsterdam, 1979.
3. Potapenko S, Schiavone P, Mioduchowski A. On the solution of the torsion problem in linear elasticity with microstructure. Mathematics and Mechanics of Solids 2006; 11:181-195.
4. Potapenko S, Shmoylova E. Solvability of weak solutions to anti-plane Cosserat elasticity by means of boundary integral equations. Mathematics and Mechanics of Solids 2010; 15(2):209-228.
5. Schiavone P. Integral equation methods in plane asymmetric elasticity. Journal of Elasticity 1996; 43(1):31-43.
6. Cialdea A, Dolce E, Malaspina A, Nanni V. On an integral equation of the first kind arising in the theory of Cosserat. International Journal of Mathematics 2013; 24(5), DOI 10.1142/S0129167X13500377.
7. Cialdea A. On oblique derivate problem for Laplace equ $\bar{\mp}$ and connected topics. Rendiconti della Accademia Nazionale delle Scienze detta dei XL. Serie V. Memorie di Ahatemàtica_ 1988; 12_1(5):181-200.
8. Cialdea A, Hsiao GC. Regularization for some boundary integral equations ofthafirst kind in mechanics. Rendiconti della Accademia Nazionale delle Scienze detta dei XL. Serie V. Memorie di AMatemàtica_ 1995; 113(5) ;19, 25-42.
9. Cialdea A, Leonessa V, Malaspina A. Integral representations for solutions of some BVPs for the Lamé system in multiply connected domains. Boundary Value Problems 2011; 53, DOI 10.1186/1687-2770-2011-53.
10. Cialdea A, Leonessa V, Malaspina A. On the Dirichlet and the Neumann problems for Laplace equation in multiply connected domains. Complex Variables and Elliptic Equations 2012; 57(10):1035-1054, DOI 10.1080/17476933.2010.534156.
11. Cialdea A, Leonessa V, Malaspina A. On the Dirichlet problem for the Stokes system in multiply connected domains. Abstract and Applied Analysis 2013:article ID 765020, DOI 10.1155/2013/765020.
12. Malaspina A. Regularization for integral equations of the first kind in the theory of thermoelastic pseudo-oscillations. Applied Mathematics \& Information 2004; 9:29-51.
13. Malaspina A. On the traction problem in mechanics. Archives of Mechanics 2005; 57(6):479-491.
14. Fichera G. Una introduzione alla teoria delle equazioni integrali singolari. Rend. Mat. Roma XIX 1958; 17:82-191.
15. Mikhlin SG, Prössdorf S. Singular Integral Operators. Springer-Verlag: Berlin, 1986.
16. Fichera G. Spazi lineari di k-misure e di forme differenziali: Israel Ac. of Sciences and Humanities, Pergamon Press, 1961,175-226.
17. Flanders H. Differential Forms with Applications to the Physical Sciences. Academic Press: New York, San Francisco, London, 1963.
18. Maz'ya VG, Shaposhnikova TO. Theory of Sobolev multipliers. With applications to differential and integral operators. In Grundlehren der Mathematischen Wissenschaften, Vol. 337. Springer-Verlag: Berlin, 2009.

## Author Query Form

## Journal: Mathematical Methods in the Applied Sciences

## Article: MMA_3086

Dear Author,

During the copyediting of your paper, the following queries arose. Please respond to these by annotating your proofs with the necessary changes/additions.

- If you intend to annotate your proof electronically, please refer to the E-annotation guidelines.
- If you intend to annotate your proof by means of hard-copy mark-up, please refer to the proof markup symbols guidelines. If manually writing corrections on your proof and returning it by fax, do not write too close to the edge of the paper. Please remember that illegible mark-ups may delay publication.

Whether you opt for hard-copy or electronic annotation of your proofs, we recommend that you provide additional clarification of answers to queries by entering your answers on the query sheet, in addition to the text mark-up.

| Query No. | Query | Remark |
| :---: | :--- | :---: |
| Q1 | AUTHOR: Please check presentation of reference 7, 8. |  |
| Q2 | AUTHOR: If reference 11 has now been published online, please add <br> relevant year/DOI information. If this reference has now been published in <br> print, please add relevant volume/issue/page/year information. |  |
| Q3 | AUTHOR: Please provide full journal title for reference 14. |  |

We have checked these references. The corrections are annotated in the paper.

Required software to e-Annotate PDFs: Adobe Acrobat Professional or Adobe Reader (version 7.0 or above). (Note that this document uses screenshots from Adobe Reader X)
The latest version of Acrobat Reader can be downloaded for free at: http://get.adobe.com/uk/reader/

Once you have Acrobat Reader open on your computer, click on the Comment tab at the right of the toolbar:


This will open up a panel down the right side of the document. The majority of tools you will use for annotating your proof will be in the Annotations section, pictured opposite. We've picked out some of these tools below:


1. Replace (Ins) Tool - for replacing text.

Strikes a line through text and opens up a text box where replacement text can be entered.

How to use it

- Highlight a word or sentence.
- Click on the Replace (Ins) icon in the Annotations section.
- Type the replacement text into the blue box that appears.
idard tramework for the analysis of $m$ icy-Nevertheless, it also led to exog, sle of strateg

is that the st which led of
nain compo be
level, are ex

 M henceforth ( ${ }^{1}$ wete onen the 'hlarla

3. Add note to text Tool - for highlighting a section to be changed to bold or italic.

T Highlights text in yellow and opens up a text box where comments can be entered.

## How to use it

- Highlight the relevant section of text.
- Click on the Add note to text icon in the Annotations section.
- Type instruction on what should be changed regarding the text into the yellow box that appears.
namic responses of mark ups ent with the VAR evidence
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## How to use it
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