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Abstract
Nitrous oxide (N2O) is a potent greenhouse gas that is primarily emitted from
agriculture. Sampling limitations have generally resulted in discontinuous N2O
observations over the course of any given year. The status quo for interpolating
between sampling points has been to use a simple linear interpolation. This can
be problematic with N2O emissions, since they are highly variable and sampling
bias around these peak emission periods can have dramatic impacts on cumu-
lative emissions. Here, we outline five gap-filling practices: linear interpolation,
generalized additive models (GAMs), autoregressive integrated moving average
(ARIMA), random forest (RF), and neural networks (NNs) that have been used
for gap-filling soil N2O emissions. To facilitate the use of improved gap-filling
methods, we describe the five methods and then provide strengths and chal-
lenges or weaknesses of each method so that model selection can be improved.
We then outline a protocol that details data organization and selection, splitting
of data into training and testing datasets, building and testingmodels, and report-
ing results. Use of advanced gap-fillingmethodswithin a standardized protocol is
likely to increase transparency, improve emission estimates, reduce uncertainty,
and increase capacity to quantify the impact of mitigation practices.

Abbreviations: ARIMA, autoregressive integrated moving average; EF,
emission factor; GAM, generalized additive model; MLP, multilayer
perceptron; NN, neural network; RF, random forest.
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1 INTRODUCTION

Soil nitrous oxide (N2O) emissions are notoriously
variable—through time, across space, and with
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management and environmental conditions (Gal-
loway et al., 2003). Drivers of soil N2O emissions can
be largely broken down into three categories: availability
of substrates (nitrogen [N], carbon, oxygen, etc.), site
factors (soil properties, climate, management, etc.), and
biological (microbial and fungi) composition (Davidson,
Keller, Erickson, Verchot, & Veldkamp, 2000; McDaniel
et al., 2017). These processes and their interactions with
environmental variables lead to large spatial (hot spots)
and temporal (hot moments) N2O variability (McDaniel
et al., 2017). Nitrogen application rates, and N surplus, play
a leading role in these soil N2O emissions, often showing
a nonlinear annual response in emissions with increasing
N surplus (Hoben, Gehl, Millar, Grace, & Robertson, 2011;
Kim, Hernandez-Ramirez, & Giltrap, 2013; Shcherbak,
Millar, & Robertson, 2014). Large pulses are also common
after wetting events (Abdalla, Jones, Smith, & Williams,
2009; Rafique, Anex, Hennessy, & Kiely, 2012), as well as
in response to soil disturbance events (e.g., freeze–thaw
cycles; Congreves, Wagner-Riddle, Si, & Clough, 2018;
Flesch et al., 2018; Flessa, Dorsch, & Beese, 1995; Ludwig,
Wolf, & Teepe, 2004; Teepe, Brumme, & Beese, 2001;
Wagner-Riddle et al., 2017). Emission peaks typically
make up a considerable portion of annual emissions: up
to 90% for freeze–thaw emissions (Wagner-Riddle et al.,
2017), up to 97% postharvest and after summer rainfall in
semiarid regions (Barton, Hoyle, Stefanova, & Murphy,
2016), up to 50% within the first weeks after N fertilizer
events (Shcherbak et al., 2014), and up to 30% within a few
weeks of manure application (Chadwick et al., 2011). Peak
events have also been observed during tillage, residue
management (Scheer et al., 2017), and irrigation, though
these have been less studied and often coincide with N
application events.
Emission factors (EFs) of N2O (i.e., N2O emitted as

a fraction of applied N after correcting for background
emissions) can only be well characterized if measure-
ments are conducted over an extended period of time
(de Klein et al., 2020). Long-term, multiyear field stud-
ies are recommended, as they can help determine mean
annual and seasonal N2O emissions, helping to dif-
ferentiate the impact of management and climate on
emissions. However, gap-free sampling is a rarity in
greenhouse gas studies due to budgetary or labor con-
straints, equipment malfunction, and field access that pre-
vent continuous time series data. Nitrous oxide meta-
analyses (Albanito et al., 2017; Cayuela et al., 2017;
Dorich et al., 2020; Stehfest & Bouwman, 2006; Shcherbak
et al., 2014; Verhoeven et al., 2017) have shown that a
majority of research has historically sampled for <50 d
annually (<14% of the year), while fewer studies measured
for >200 d in a year. Given the variable nature of N2O
emissions and the sporadic sampling, there is potentially

Core Ideas

∙ N2O emissions are highly variable, and sam-
pling strategy can affect cumulative emissions.

∙ Addressing gaps within sampling is required, as
sampling limitations can affect emissions.

∙ There is a need to update methodologies within
soil N2O research to improve gap-filling.

large uncertainty in N2O emissions due to the necessity of
gap-filling between sampled data. Manual chamber stud-
ies generally have more gaps to fill and thus are more
susceptible to uncertainty during the gap-filling process
(Shang et al., 2020). Automatic chamber methods, which
improve time series sampling, are being used more fre-
quently and can be used to develop gap-filling methods
for all N2O flux data, but especially for manual chamber
studies. Addressing gaps within sampling is required, as
sampling limitations have been shown to affect N2O emis-
sion estimates and thus EF estimates (Barton et al., 2015;
Mishurov&Kiely, 2011; Parkin, 2008; Reeves&Wang, 2015;
Shang et al., 2020; Smith & Dobbie, 2001). Ensuring that
data from sampling campaigns are turned into unbiased
and accurate representations of estimates is essential for
accurately quantifying the impacts of management prac-
tices on emissions, as well as developing sound mitigation
strategies (Parkin, 2008; Shang et al., 2020).
Although there is known uncertainty in some areas

of N2O research (Kravchenko & Robertson, 2015), uncer-
tainty associated with estimates reliant on gap-filling has
not been well documented. As manual chamber sampling
was the dominant methodology for soil N2Omeasurement
during the formative years of biogeochemical models (Del
Grosso, Mosier, Parton, & Ojima, 2005; Giltrap, Li, &
Saggar, 2010; Li, 1996) and in the formulation of EFs
(IPCC, 2006), the uncertainty associated with large gaps
in data is likely incorporated into these methods. A recent
meta-analysis (Shang et al., 2020) of N2O EFs showed that
sampling method, strategy, frequency, and other method-
ological issues are often not reported with enough detail
to be used within analyses. This incomplete reporting
results in uncertainty in methodology that makes data
comparison difficult (Albanito et al., 2017; Cayuela et al.,
2017; Charles et al., 2017; Shang et al., 2020; Shcherbak
et al., 2014; Verhoeven et al., 2017).
The standard practice for deriving an emission estimate

over a specified time period (cumulative estimate) from
sampled field points is to perform a simple linear inter-
polation between points and use the average value. Using
linear interpolation with a sampling strategy that “chases
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1188 DORICH et al.

peaks” by sampling around expected high emission rates
can invariably overestimate emissions. Similarly, studies
that happen to miss these peak events are likely to under-
estimate emissions. Further, linear interpolation is gener-
ally more unreliable as the number and duration of gaps
increases. With increasing gap numbers or gap duration it
becomes more likely that gap-filling will be used over peri-
ods where soil conditions and chemistry, and thus emis-
sion rates, may change—adding to uncertainty in emis-
sion estimates. Beyond the already-mentioned challenge
of underestimating emissions due to missing peak emis-
sion events, sampling strategies that do not sample out-
side of the growing season present issues, as they may be
difficult to extrapolate to an annual value or accurate EF
(Scheer et al., 2017; Wagner-Riddle et al., 2017). Although
some studies have examined the influence of sampling fre-
quency from chamber methods on reported annual emis-
sions (Barton et al., 2015; Mishurov & Kiely, 2011; Savage,
Phillips, & Davidson, 2014), research into determining and
testing gap-filling methods has been limited (Bigaignon,
Fieuzal, Delon, & Tallec, 2020; Cowan et al., 2019; De
Rosa et al., 2018; Taki, Wagner-Riddle, Parkin, Gordon, &
VanderZaag, 2018; Webb et al., 2019). Thus, there is
a need for updating methodologies within soil N2O
research to improve gap-filling and develop estimation
methods.
Although soil N2O emissions are inherently more diffi-

cult tomeasure and predict than soil carbon dioxide (CO2),
the state of gap-filling methods in N2O emissions trail
efforts for other ecosystem exchange measures, like that
used in eddy covariance CO2 fluxes (Barba et al., 2018;
Hoffmann et al., 2015; Moffat et al., 2007; Wutzler et al.,
2018) or methane (CH4) emissions (Dengel et al., 2013;
Kim et al., 2019). Examination of some of these methods
within soil N2O emissions (Bayesian estimates of emis-
sions [Cowan et al., 2020], autoregressive integrated mov-
ing averages [ARIMA, De Rosa et al., 2016; De Rosa et al.,
2018], generalized additive model [GAMs; Cowan et al.,
2019; De Rosa et al., 2020; Webb et al., 2019], and arti-
ficial neural networks [NNs; Bigaignon et al., 2020; Taki
et al., 2018]) has begun, showing promise in their abil-
ity to improve estimates. However, there is little under-
standing about conditions under which these models can
successfully be implemented, essential data requirements,
and sampling strategies and limitations. Answering these
questions is important for determining which gap-filling
method to use and how to implement it, as well as poten-
tially being useful for informing sampling strategies them-
selves. These advanced statistical methods provide an
opportunity to better estimate or gap-fill N2O emissions
by using other associated variables (covariates) that are
measured in the field and are known drivers of soil N2O
emissions (e.g., soil water content and temperature, soil

inorganic N, climate information, soil physics and chem-
istry, vegetation information, biological indices). Although
some of these covariates can be difficult or time consum-
ing to measure (e.g., inorganic N, microbial populations,
or biomass) and thus have sporadic measurements of their
own, others (e.g., soil water content and temperature or
weather data) are often readily available at a low cost and
are thus measured continuously. Using these covariates
within advanced statistical methods provides an opportu-
nity to improve N2O gap-filled estimates compared with
linear interpolation by incorporating covariate drivers of
N2O emissions.
Improved gap-filling methodology is required for soil

N2O emissions in order to (a) estimate dailyN2O emissions
when sampling was not conducted, (b) improve annual
and seasonal estimates, (c) reduce uncertainty in emission
estimates, and (d) ensure that mitigation practices are
reducing emissions. This guidelines paper addresses the
first topic by outlining the various gap-filling techniques
that have been implemented for N2O emissions. We
evaluate strengths and weaknesses and present examples
of how to select the best methods so that N2O researchers
unfamiliar with gap-filling can better utilize the methods.
In the future, it is possible that other statistical techniques
like generalized linearmodels (Davis et al., 2017), recurrent
NNs, and other methods may be used for gap-filling. Here,
however, we review several approaches selected because
they are the ones that have been most commonly used for
gap-filling within the trace gas flux research community.
Further, and possibly more importantly, we outline a
protocol for testing and reporting gap-filling methods.
Consistent and appropriate use of thesemethods, aswell as
the adequate reporting of use, are needed so that compar-
isons and meta-analysis can be conducted. The gap-filling
protocol we outlinewas developed using guidelines to help
researchers utilize consistent, replicable, and comparable
methods (Table 1, adapted from Wu, Dandy, & Maier,
2014).

2 GAP-FILLINGMETHODS

Here, we review five potential methods for gap-filling soil
N2O emissions, ranging from simple to more advanced
(Table 2). This does not attempt to serve as an exhaus-
tive list or overview of methods, especially with NN mod-
els that are just starting to be explored within soil N2O
research. Rather, our intent is to conduct a brief review
of methods and provide details for use within soil N2O
research. For each method, we outline (a) what each
technique is and the basic logic involved in it, (b) how
each technique is conducted, (c) strengths of the tech-
nique, and (d) weaknesses of the technique, providing
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DORICH et al. 1189

TABLE 1 Steps within the gap-filling model creation process for estimating soil N2O emissions

Gap-filling step Description Best practices
Covariate selection ∙ Detail covariates measured onsite:

○ Continuous data (soil water content and
temperature, and climate data collected at or
near the site)

○ Noncontinuous data (crop yield data, mineral
N, etc.)

∙ Test covariates for significance to N2O emissions
∙ Include useful covariates within models
∙ Gap-fill covariate data where needed; report the
gap-filling method used on covariates

Data splitting ∙ Split data into training and testing datasets for
model creation and validation

∙ Data splitting regime should resemble the way the
model will be used:
○ Consistent day sampling is recommended

when static chamber measurements will be
examined

○ Common neural network (NN) data splitting is
random, with 70% of data for training and 30%
for testing, and can be used in more complete
data sets where appropriate

Model creation ∙ Architecture or structure: describe in detail the
model architecture and structure so that it can be
replicated

∙ Calibration: approach used to train the methods

∙ Report detailed model methodology and
architecture:
○ e.g., model structure for NN, how many nodes

or layers?
○ e.g., for generalized additive models (GAMs),

how many variables were allowed and how
were they chosen?

○ What algorithm is being used to determine the
best model?

∙ Select the model and parameters based on your test
statistics

Model validation ∙ Testing the method against the testing dataset to
assess and minimize model bias

∙ Test against an unaffiliated (not used in training)
dataset

∙ Report statistics from the testing dataset.

examples of the technique when possible. Within this
section, we will refer to average daily N2O emissions as
points.
There are disclaimers that apply to all gap-filling meth-

ods worth noting in advance, although highlighting these
challengesmay be important for specific methods. Regard-
less of the complexity of the gap-filling method used, more
robust field sampling campaigns are preferred because
fewer gaps in data inherently reduces uncertainty in esti-
mates (Barton et al., 2015). The use of a gap-filling method
outside of its designed training data range is generally con-
sidered an incorrect application of a method and inher-
ently introduces uncertainty. Further, as models become
more complex, they are more prone to overfitting and
memorizing training data, especially in smaller datasets.
Interpretable models allow for clearly assessing the influ-
ence of covariates, and this influence is an important com-
ponent of the model validation procedure. Therefore we
believe interpretability should still be a goal, because these

gap-fillingmethods are still in early developmental phases,
and influence of covariates are still being determined. The
use of subdaily N2O emissions is not covered within this
analysis, as integrating to daily emissions entails a review
of its own and gap-filling research has primarily focused
on daily emissions thus far.

2.1 Simple interpolation methods

Linear interpolation is the most simplistic, and com-
monly used, of the gap-filling methods. In linear interpo-
lation, known points are connected by drawing a straight
line between the points to create a complete time series.
Another variation of the simple interpolation methods is
that of moving (time) windows. Moving windows use a
running average of N2O points, which can reflect a vari-
able number of days. For example, a 3-d moving window
could use the current day along with the previous 2 d for
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1190 DORICH et al.

TABLE 2 List of gap-filling methods used within N2O research

Method
Method
complexity Examples of use in N2O research

Linear interpolation Simple Standard practice
Generalized additive models (GAMs) Moderate Webb et al. (2019), De Rosa et al. (2020)
Autoregressive integrated moving average (ARIMA) Moderate De Rosa et al. (2016), De Rosa et al. (2018), Mumford,

Rowlings, Scheer, De Rosa, & Grace (2019)
Random forest (RF) Complex Philibert et al. (2013)
Neural network (NN) Complex Taki et al. (2018), Bigaignon et al. (2020)
Biogeochemical modelsa Complex Del Grosso et al. (2005), Giltrap et al. (2010), Giltrap

et al. (2020)
aWe did not review biogeochemical models in this article, but their capabilities for estimating emissions is worth mentioning, as they have been used across a
range of sites and scenarios and are a valuable tool for scenario testing.

estimating theN2O emission for that day. There are further
alternatives that use a 3-d window but weight the days so
that the last day carries a larger weight within the window.
Moving windows are a precursor to the more advanced
ARIMA method, which uses lag periods and adjustment
factors in concert with the moving window approach, and
thus are not covered in depth here.

2.1.1 Strengths

The obvious strength of these techniques is their simplicity.
Interpolating between points can be easily accomplished
in any data sheet or statistical program. If there are a mini-
mal number of gaps or short gaps (likely a few days or less),
the linear method may be an accurate and easy to imple-
ment gap-filling method, whereas more advanced meth-
ods may be overkill and take longer to implement than is
needed given the available field data.

2.1.2 Weaknesses and challenges

Linear interpolation estimates do not reflect current soil
conditions, which can be reflected in other methods via
use of covariates. As gaps becomemore frequent or longer,
emissions drivers (like freeze–thaw, wetting–drying, and
substrate change, fertilizer or excretal inputs) become
more likely to be missed, leading to increased uncertainty
in emissions. In an examination of sampling frequency,
Barton et al. (2015) showed that studies that sampled >7 d
apart resulted in lower accuracy than those taken <4 d
apart. In a study looking at manure and urine deposits,
sampling every 3 d during a short-term study was found
to provide no bias in estimates (van der Weerden, Clough,
& Styles, 2013).
Sampling campaigns that do not cover an entire year

period can be especially prone to uncertainty, as drawing

linear interpolations out to unknown points is problem-
atic. For example, a site in the United States that only sam-
ples during the growing season of a maize (Zea mays L.)
crop (Julian days 125–300) still needs to have the inter-
polation drawn out to a 365-d period (e.g., Julian days 1–
365) to get an accurate annual estimate. With no points
for large portions of the year, the linear interpolation is
a crude method. There are several approaches that have
been used for gap-filling these off-sample periods: extend-
ing a straight line from first or last point(s), extending the
first or last to the ends, taking an average of first or last
few points, or using preceding or proceeding years with
which you can use a linear interpolation. Sampling proto-
col generally recommends that sampling is started before
major management events that are known to lead to emis-
sions peaks (e.g., tillage, organic matter amendments, or
fertilizer), but that does not exclude the possibility that the
first point may have been sampled at a peak (e.g., freeze–
thaw event), which will lead to inaccurate estimates. Cur-
rently, an average of several days within the beginning or
ending period drawn to the ends may be the most accept-
able of these limited methods, unless it is known that peak
emissions may occur outside the growing season and not
in response to N fertilizer additions.

2.2 Generalized additive models

As environmental data are often nonlinear, GAMs are
useful models, as they allow nonlinear responses of
the dependent variable to covariates. The method at its
base is a linear model that allows for potentially several
regressions of smoothed, linear, and nonlinear nature to
be determined based on covariates and N2O emissions (De
Rosa et al., 2020; Webb et al., 2019; Wood, Pya, & Safken,
2016). The linear regressions are then estimated with
spline weights that allow functions to become nonlinear.
Penalty terms are introduced to keep weights near zero
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DORICH et al. 1191

and reduce the impact of splines, preventing overfitting
within the functions (Wood et al., 2016). A smoothness
parameter is then implemented during cross-validation
to control the flexibility of the curve. Model behavior and
influence of covariates can be understood through the
examination of partial dependence plots, making GAMs
more understandable than more advanced methods.
Further, GAMs allow for calculation of point-wise confi-
dence intervals that are derived from the standard error
associated with the posterior distribution of the model
coefficients.

2.2.1 Strengths

The GAM model has self-determining ability that allows
for estimation and creation of regressions of potentially
difficult and complex relationships (Webb et al., 2019).
This can be especially useful when a nonlinear response
to a covariate is expected or known, but the form of the
equation is unknown (Webb et al., 2019). On the other
hand, contrary to other gap-filling procedures presented,
the shape constrained generalized additive model (SCAM)
framework (Pya & Wood, 2015) offers the possibility to
force particular covariates to conform to certain shape
restrictions. For instance, pasture growth and fertilizer
response curves are known to be monotonic, and thus
covariate response curves can be adjusted to this under-
standing. This allows more control and constraints to
be placed on the model than some of the more complex
models.

2.2.2 Weaknesses and challenges

Overreliance on GAM self-determination can result in
overly complex models that become less interpretable
and provide unrealistic results outside of the testing sce-
nario. Due to this computational complexity and self-
determination, GAMs can be prone to overfitting, and a
priori knowledge should be used to properly parametrize
the model. This a priori knowledge should be used to help
guide in determination of the covariates, number and types
of smooths, and penalties associated with splines (Webb
et al., 2019). When fitting a time series with GAMs, con-
curvity between regressors, the nonparametric analogue of
multicollinearity, can reduce the sensitivity of the model
prediction by underestimating the variance of the fitted
model parameters. The Pearson product moment correla-
tion coefficient should be calculated to determine covari-
ates that are highly correlated, with covariate(s) removed
to address multicollinearity issues.

2.3 Autoregressive integrated moving
average

The ARIMAmethod is common for time series forecasting
problems but has also been testedwithin gap-filling scenar-
ios (De Rosa et al., 2016, 2018).Within the ARIMAmethod,
the autocorrelation (relation between elements of a series
at separate time intervals) between sequential N2O points
is examined and used for prediction of future emissions
(Box & Pierce, 1970). Covariates can be used within the
model to influence the N2O autocorrelation estimates (De
Rosa et al., 2016), though ARIMA can also be run without
covariates. These interactions in the relationship between
an observation, and its preceding observations and covari-
ates, allow for gap-filling or future prediction of N2O emis-
sions (De Rosa et al., 2018).

2.3.1 Strengths

The ARIMAmethod is a model with a moderate degree of
difficulty that is best used for predicting future time series
data but is also used for gap-filling. Although ARIMA can
be run without covariates, it is also possible to include
covariates and seasonal effects to improve model predic-
tions, especially in longer term datasets. A main reason to
use the ARIMA model is its use of previous observations,
which allows the model to incorporate preceding condi-
tions to inform current values. Within N2O research, this
is informative as emissions may lag current conditions,
or preceding info can better inform current emissions
(e.g., recognition that fertilizer was applied a few days
ago). The smoothing component of the model is useful in
incorporating long-term trends and seasonality and works
to eliminate residual autocorrelation during the model
development process. Uncertainty can be calculated with
the ARIMA model using bootstrap simulations (or the
normal distribution) to provide point-wise confidence
intervals.

2.3.2 Weaknesses and challenges

The ARIMA models require at least 50 points, so that
the model has access to enough data for determining
the length of lag observations, as well as relationships
with covariates. If a seasonality effect is present, the
data requirement increases. Like other autoregressive
models, if no covariates are included in the model, it
cannot forecast out of the boundaries of the training
dataset. This impacts the model’s ability to predict when
gaps in the time series occur during or after events that
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1192 DORICH et al.

could trigger N2O emissions, such as fertilization or large
rainfall events. Moreover, if the gap in the time series is
quite substantial, the model prediction capability tends to
decrease. The ARIMA model is less accurate than other
models because sharp changes in the dependent variable
(N2O) time series are not modeled well.

2.4 Random forest

Random forest (RF) machine learning can be a powerful
tool within classification-based problems. The basis of
RF models is the decision tree, where parameters are
sorted into different classes or groups (which can also
be referred to as a nearest neighbor classification) and
used within a relationship tree. Random forest models
use many decision trees, in an ensemble approach, thus
using many decision trees in the establishment of a forest.
This ensemble approach allows for consideration of many
parameters or relationships at once, which allows strong
relationships to be highlighted while maintaining weak
relationships by tying them to stronger relationships
(Philibert, Loyce, & Makowski, 2013). The use of many
decision trees within the forest ensures that the error from
one decision tree cannot overly bias the performance of the
model.
Covariate selection can be done using the importance

test to determine which covariates to include within the
model. In model development, trees are initially con-
structed on a subset of data (the default is generally
one-third of available input data), where binary deci-
sions trees are developed (Philibert et al., 2013). Ran-
dom selection of covariates is determined by adjusting
the “mtry” variable, or the number of covariates allowed
in a tree, where it is generally set to a third of the total
variables available (Breiman, Freidman, Olshen, & Stone,
1984; Liaw & Wiener, 2002). This is followed by a recur-
sive selection process that works to create smaller selec-
tion nodes that minimize the misclassification rate, with
the recursive selection process completed “ntree” number
of times.

2.4.1 Strengths

Relationships between covariates and the dependent vari-
able are not required and are assessed within development
of trees, allowing the model to be approached without
knowing covariates relationships (Philibert et al., 2013).
Random forest machine learning is also good at dealing
with noisy data, as well as being able to handle miss-
ing input data points (by replacing missing data with the
mean or mode value of similar proximity data; Philib-

ert et al., 2013). The classification aspect of RF models is
likely a strong fit for N2O research given the episodicity
of emissions linked to common conditions, and correctly
classifying these peaks is important for estimating cumu-
lative emissions (Bornø, Rønn, & Ekelund, 2020). This
approach is a more advanced statistical method but has
the benefits of being much less computationally intense
and quicker than NN models, while also being more
interpretable.

2.4.2 Weaknesses and challenges

The main disadvantage of both RF and NN approaches is
that they can be difficult to understand, and thus struc-
tural validity can be difficult to ascertain. Because themtry
parameter restricts the number of covariates within a tree,
the RF model is best suited to datasets with a lot of covari-
ate variables. Where covariates are limited, RF may be
likely to overfit to the available data.

2.5 Artificial neural networks

Neural networks are a fundamental building block ofmod-
ern machine learning and data science and have become
one of the strongest approaches for data-driven predictive
modeling in many fields. Initial results using NN within
N2O flux data have been successful, with NN providing
higher R2 values than linear interpolations when used
for gap-filling agricultural datasets (Bigaignon et al., 2020;
Taki et al., 2018). A NN tries to predict an output vari-
able (N2O flux in this case) by determining the intercon-
nected relationships between the covariate data (e.g., tem-
perature, moisture, inorganic N, etc.) and that of the out-
put (Rasmussen & Williams, 2006). An example of this
model structure is seen in Figure 1 , which shows the net-
work architecture of a basic multilayer perceptron (MLP)
model. Further methods for building a NN can be found
in the supplemental material, as well as in Bigaignon
et al. (2020).
More complicated NN architectures include (a) long-

short term memory (LSTM) and other recurrent NNs
(RNNs), which excel at finding time-dependent relation-
ships and using internal memory to recognize recurring
patterns, and (b) convolutional NNs (CNNs), which have
yet to be reviewed for their ability to estimate N2O emis-
sions and warrant further study (Schmidhuber, 2015).
Within N2O emission research where we expect fluxes
at certain conditions (high moisture, after N application,
etc.), these methods could potentially capture common
flux patterns or be more useful in developing a universal
model.

 15372537, 2020, 5, D
ow

nloaded from
 https://acsess.onlinelibrary.w

iley.com
/doi/10.1002/jeq2.20138 by U

niversity B
asilicata D

i Potenza B
ibl Interdepartim

 D
i A

teneo, W
iley O

nline L
ibrary on [13/01/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



DORICH et al. 1193

F IGURE 1 Example structure of a feed-forward multilayer per-
ceptron (MLP) neural network (NN) for an N2O site, where input
layers are GWC (water-filled pore space), sT (soil temperature),
NO3 (soil inorganic nitrate), NH4 (soil inorganic ammonium), and
DaysSinceApp (a numerical count variable for the elapsed days since
the last N application event). The values in the figure are the weights
usedwithin theNN. AsNN algorithms are iterative, “Steps” indicates
the number of parameter changes that were done in order to mini-
mize the error within the NN model

2.5.1 Strengths

Neural networks offer a highly general, flexible, and
efficient approach to modeling unknown relationships
between input and output variables given sufficient train-
ing data. They can achieve high accuracy with little user
intervention beyond choosing a network architecture and
training parameters like learning rate and batch size when
given enough data. No relationship between variables
must be specified by the user ahead of time, and networks
can easily be expanded (including more layers, hidden
neurons, etc.) to achieve higher accuracy.

2.5.2 Weaknesses and challenges

The biggest challenge with NN is their dependence on
large training datasets, likely requiring the most data of
any method, which can be limiting within N2O research.
Because NNs assume no relationship (or a random rela-
tionship) between variables, all relationships they learn
are only as good as the dataset they learn from. Multi-
layer perceptrons, like that described here, are also fully
connected networks where one layer connects to the next.
These sequentially connected layers are prone to overfit-
ting of training data.
Beyond the heavy data requirements of training a NN,

it is worth emphasizing some challenges of using them
due to their black box nature. It is difficult to interpret
the importance of each input in predicting the output
(although we do have tools like Garson’s algorithm which
can help here; Garson, 1991), as well as to interpret the
model itself. Because of difficulties in interpretability, net-
work outputs should not be assumed to satisfy any phys-
ical constraints or relationships that actually dictate N2O
fluxes, and thus a structural validity check may be difficult
to perform. Further, biases and errors in the training set
become ingrained in the learned behavior of the network
and can be manifest in two ways. First, if the training set is
small, the network may have the capacity to simply mem-
orize the data (this is called overfitting), rather than learn-
ing underlying relationships. Second, if the training data
poorly represent the behavior we wish to model, the net-
work will learn trends that are not useful to the problem of
interest. Due to these limitations in interpretability, gen-
eralizability of the model for use on a dataset other than
that on which it was trained should not be assumed, and
limitations in the training data need to be considered.

3 GAP-FILLING PROTOCOL

Utilization of themethods outlined abovewill bemost suc-
cessful and scientifically sound when implemented within
a standardized gap-filling protocol. Here, we present a pro-
tocol that details the various steps (Table 1) that should be
undertaken within a gap-filling exercise. The main goal of
this gap-filling protocol is to create a systematic and con-
sistent approach that allows for comparison across stud-
ies of soil N2O emission. Further, establishment of a pro-
tocol will help researchers use statistically based methods
for model selection and testing, rather than relying on past
experience or trial-and-error methods that are too com-
monly used when no protocol is present. The development
of this protocol also supports the recent push for FAIR
(Findable, Accessible, Interoperable, and Reusable) data,
analysis scripts, and model code that we believe can help
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1194 DORICH et al.

F IGURE 2 Nitrous oxide emissions across the time series from methods (a) linear, (b) generalized additive models (GAMs), (c) autore-
gressive integrated moving average (ARIMA), (d) random forest (RF), and (e) neural networks (NNs). Training and testing points were the
same across models, with blue points and lines for the training data, red for the observed testing data (what models were trying to estimate),
green for the model estimates of the testing points, and orange for the estimates for the actual gaps in the data

accelerate understanding within N2O research by allow-
ing more data to be examined and increase scenario test-
ing (Wilkinson et al., 2016). Our analyses were conducted
within the R statistical program (RStudio Team, 2015);
however, there are many platforms that can conduct these
analyses.
There are a number of limitations and methodol-

ogy questions related to field sampling that need to be
addressed and can potentially affect gap-filling efforts. As
manual chamber measurements are a common sampling
practice, this article focuses on daily mean N2O emissions
and associated covariate values. However, the Journal of
Environmental Quality special section in which this arti-
cle is published attempts to cover the entirety of method-
ology relevant to sampling soil N2O with chamber sys-
tems. Future research is needed for a comprehensive treat-

ment of gap-filling that can account for issues related to
diurnality in fluxes (Grace et al., 2020) and the choice
of flux calculation method (Venterea et al., 2020). The
methods described in this paper have also been used for
gap-filling non-chamber-based measurements (Taki et al.,
2018).
Because covariates may not be continuously measured

(e.g., soil inorganic N is generally sampled infrequently),
a gap-filling approach is needed for these covariates as
well. For our analysis, linear interpolation for covariates
was used. This interpolation of covariates is inherently
limiting by itself, but exploring these limits is beyond the
scope of this work and requires further research. While
these advanced methods are studied and developed, one
approach that is of further interest is the use of biogeo-
chemical process-based models for use in gap-filling of
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DORICH et al. 1195

covariates, as they have knownmechanisms for estimating
most of the covariates of interest (Giltrap et al., 2020).
The gap-filling protocol (as summarized in Table 1)

consists of the following steps: covariate selection, data
splitting, model creation, and model validation. In each
section, we define terms, set standards for components
of the protocol, and demonstrate the application of those
standards. The application of the standards will apply
the various steps of the protocol to an example N2O flux
measurement site and are found within boxes after each
section. We have selected a site with near-continuous data
(missing only 16 d out of a 892-d period), as this allows us to
create artificial gaps within the dataset. With the approach
of artificial gap creation, one is able to estimate how
well the models estimate daily fluxes (e.g., by comparing
the measured values removed from the dataset with the
predicted values). As the goal of this paper is to highlight
potential gap-filling methods, showing their ability to pre-
dict known values is a major goal. For statistical models
like GAMs and ARIMA, daily uncertainty can be provided
within themethods. For NN andRFmodels, bootstrapping
can create a large number of time series with artificial gaps
and can be used to provide uncertainty on emissions data.

3.1 Covariate selection

Field-measured non-N2O variables or covariates (e.g., soil
temperature and moisture, inorganic N, climate parame-
ters, crop parameters) can be used for informing the vari-
ous methods. Creating event variables are useful in report-
ing management covariates (e.g., tillage events, day of fer-
tilization) that have known impacts on emissions but are
not measurable in a traditional sense like other covariates.
The use of event variables is common practice for GAMs
and ARIMA (De Rosa et al., 2016, 2018) up through RF and
NN models.
Any data management that changes or interpolates

field-measured covariates (e.g., gap-filling used within
covariate measurements) needs to be reported, as this
will affect results. Not all covariates are useful in esti-
mating N2O emissions and therefore an input selection
process must be used to determine significant relation-
ships between covariates andN2O emissions. Input param-
eters should be tested for relationships and significance
to N2O emissions (using correlation matrices, regressions
testing p values, importance test, stepwise methods), and
any collinearity of covariates should be dealt with, likely
by removing one of the covariates. Stepwise covariate
selection was implemented for all methods, using a sim-
ple remove-one variable stepwise selection for GAMs and
ARIMA, while using the importance test within RF and
NN models.

Description of example site (Gatton)

In order to demonstrate use of this protocol, we
tested these methods on an automated chamber
dataset of 892 d from a vegetable N2O trial at
the Gatton Research Station in the Lockyer Val-
ley, Queensland, Australia. The studywas sampled
from 3 Sept. 2013 until 11 Feb. 2016 (De Rosa et al.,
2016, 2018). During this time period, there were
only three gaps in sampled N2O data, lasting 8, 3,
and 5 d, respectively. This site was chosen for its
completeness, which allowed us to make artificial
gaps in the dataset so that we could test the accu-
racy of the models knowing the values removed
when creating these artificial gaps. Nitrogen appli-
cations at the site consisted of raw chickenmanure
(Ma), composted chicken manure (Co), and two
levels of inorganic fertilizer applications (Conv,
the full application rate, and Red, the reduced
application rate). The four treatments that were
examined were Ma + Conv (raw chicken manure
at 102 kg N ha−1 with mineral N at 310 kg N ha−1),
Ma + Red Conv (raw chicken manure at 102 kg N
ha−1 with mineral N at 253 kg N ha−1), Co + Conv
(composted chickenmanure at 240 kg N ha−1 with
mineral N at 310 kg N ha−1), and Co + Red (com-
posted chickenmanure at 240 kgN ha−1 withmin-
eral N at 250 kg N ha−1). More details on this study
can be found in De Rosa et al. (2016, 2018), with
the full methods examination report found in the
supplemental material.

3.2 Data splitting

Data splitting practices have become more common and
better informed due to NN research and are needed for
validating the accuracy of a gap-filling model. We rec-
ommend the standard practices from NN methods that
focus on minimizing bias and variance, allowing for sta-
tistical analysis of methods, and improved generalizabil-
ity of models (Wu, May, Dandy, & Maier, 2012). Data split-
ting methods suggests training data are 70% of the avail-
able information, with the remaining 30% used for test-
ing (Wu et al., 2014). Although data splitting is generally
done in a random format, we also advise another sampling
scenario that does not split randomly but rather reflects
the strategy of manual chamber sampling campaigns. This
“consistent day” sampling method (Barton et al., 2015),
uses the same days within a weekly dataset (e.g., Monday,
Wednesday, Friday) for training and then uses remaining
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1196 DORICH et al.

Covariate selection at Gatton

Covariate analysis selected soil temperature,
water-filled pore space, nitrate (NO3), and ammo-
nium (NH4) as the covariates with the greatest
relationship to N2O. The covariate with the
strongest relationship (CO2 flux) had a correlation
value of 0.37 but was not included in our analysis,
as CO2 flux is commonly sampled at the same time
within a chamber sample as N2O and thus data
are often not available during days where N2O is,
limiting its use as a covariate for gap-filling those
missing days. Mineral N concentrations were
measured 48 times over the duration of the study,
and thus a linear interpolation was used to gap-fill
these values. The other parameters had small
gaps (missing <60-d over the 874 d), and linear
interpolation was used on these parameters when
needed. As there was no collinearity detected
and no strong correlations, no parameters were
directly removed prior to model creation, allowing
models to potentially use all covariates, removing
them as suggested by the stepwise methods used.
A covariate for days since fertilizer was applied
(DaysSinceApp) was added, as this was found to
be a useful variable for reflecting management
practices.

data for testing. Although this sampling format risks poor
model performance, due to limited data available formodel
training, it warrants examination asmanual chamber stud-
ies are most in need of gap-filling methods. This con-
sistent day approach allows for development of mod-
els in the manner in which they will be implemented
for manual chamber studies. Concerns with limited data
in this approach can be alleviated by using additional
datasets or longer term studies to help in model develop-
ment (e.g., using a similar site with near-continuous data).
Additional considerations, like ensuring an adequate split
in training–testing data points, from important emission
periods (freeze–thaw in colder climates, Wagner-Riddle
et al., 2017; precipitation in arid regions, Barton et al.,
2016) should be examined within datasets. Similarly, when
using multiple sites, the use of a site that experiences
freeze–thaw emissions with a non-freeze–thaw site can
lead to false peaks in a dataset, and testing should be done
to determine if datasets can be examined appropriately
together.

Data splitting at Gatton

We tested the models using six scenarios: consis-
tent day sampling, as well as five variations of the
random sampling (in increments of 10%, decreas-
ing the percentage of data used in training data
from 70 to 30%). The random sampling was exam-
ined across these training and testing data splits to
examine the ability of models to use progressively
less data in order to determine minimum data
requirements, and better replicate issues that arise
with chamber sampling. Splitting the data based
on the preferred random sampling (70% training)
resulted in ∼260 sample d per year being used for
training the model, whereas consistent day uses
∼156 d for training, and the least training random
sampling (30% training) used ∼109 d for training.
This level of training data (and our fake sampling)
gives a wide variation and thus an ability to ana-
lyze the capabilities of the models against possible
chamber sampling scenarios.

3.3 Model creation

Once data splitting and covariates have been examined, the
next step is creation of the model. This should start with a
justification of why the selectedmethod(s) were tested and
used within the gap-filling. Why the method(s) were cho-
sen, or if other methods were tested and not presented in
results, should be explained, as this can help inform situa-
tions under which a method can be used. The model cre-
ation process consists of three phases: architecture selec-
tion, model structure selection, andmodel calibration (Wu
et al., 2014). The models should be developed consistently
(i.e., using the same data splitting for a NN and linear
model) and documented with sufficient detail so that the
model can be replicated and compared for future studies.
This should go beyond reporting the final model details,
with details also reported describing the input parameter
selection process, what metrics were used in the selection
process, and what tunable parameters were explored (e.g.,
hidden layers or weights within a NN). Model architec-
ture and validation results should be reported (and prefer-
ablymodels and code should bemade available) so that the
method can be replicated by others (Wu et al., 2014).
Architecture selection details the covariates being used

within the dataset and the flow of data within the model
(e.g., do covariates interact or is it a feed-forward structure
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DORICH et al. 1197

in a NN). Parameters documented may be model depen-
dent. For an ARIMAmodel, this will be detailing the num-
ber of lag observations used in the model (p; in our case,
howmany preceding days to use), number of times that raw
observations are differenced (d; degree of differencing) and
the size of themoving average window (q) variables within
themodel. For GAMs, it will be detailing the smooths used
for covariates. For RF andNN, this will be detailing the for-
est and node structures and how these were determined.
The optimal model structure is determined by mini-

mizing forecasting or prediction errors. The most com-
mon ways to achieve this are the use of backpropogation
methods, global optimization methods (e.g., genetic algo-
rithms), or stepwise models (e.g., pruning;Wu et al., 2014).
Normalization is another feature that is typically needed
within NN and RF approaches to prevent overfitting of
models.
Model calibration, or model training, is often done con-

currently with the model structure selection phase. Using
the methods determined in the model structure selection
the model will iterate through parameter options until it
has reached a best fit based on the structural selection
method.

3.4 Model validation

Model validation, or proof of the accuracy of the model,
needs to be provided. The protocol splits validation into
three categories: replicative, predictive, and structural.
Replicative validity uses standard statistical methods to

assesses the accuracy of the model on the testing dataset,
ensuring confidence in the method. Common statistics for
testing model performance include coefficient of determi-
nation (R2), root mean squared error (RMSE), relative root
mean squared error (RRMSE),mean bias error (MBE), and
mean absolute percentage error (MAPE). This list is not
exhaustive, and other statistics can be used with enough
information provided.
Predictive validity is determined by testing the model

(using the same statistics as replicative validity) with
an independent dataset that was not used within model
development. Using an affiliated but independent dataset
tests the capabilities of the model and can be used to limit
overfitting.
Structural validity is a sensitivity analysis that reflects a

priori knowledge (Wu et al., 2014). This validity check is
not steeped in statistical tests but rather ensures that the
developedmodel is a realistic representation of current sci-
entific understanding and natural processes. This presents
an opportunity to check if your model is suggesting some-
thing that is unrealistic withinN2O research or is not phys-
ically possible, and thus correct it.

Model creation at Gatton

Stepwise selection was used within all models for
determining which covariates should be included
in the models. Based on this process, the ARIMA
model used DaysSinceApp, soil moisture, and
nitrate within the model, whereas the other meth-
ods used all available covariates.
For the GAMs model, a smooth term was applied
to all of the parameters based on an enhanced
stepwise selection looking at different curves for
the covariates. More complex models with inter-
actions and other smooths were not used here for
interpretability reasons, though they could poten-
tially lead to better results.
The ARIMA model was chosen based on maxi-
mum likelihood estimation (MLE) with values of
3, 0, and 0 for p, d, and q, where 0 values for
parameters mean the component is not used in
the model. Thus, only p, the number of lag obser-
vations (3 d), was used in the ARIMA model for
which we show results.
Data were normalized for both random forest and
neural network models. The random forest model
used the ANOVA method in determination of the
model, and stepwise selection to determine the
ntree, mtry, and cp parameters. Ten-fold cross-
validation (the default in randomForest package in
R) was used within calibration of the model.
For the MLP NN, the model calibration was done
with the sum of squared errors (SSE) approach
for determination of weights in the NN with step-
wise selection exploring different node sizes. The
importance of covariates was tested with Garson’s
algorithm (Garson, 1991).

4 CONCLUSION

Use of advanced gap-filling techniques is still new within
soil N2O emissions data but has shown promise in improv-
ing estimates. The choice of gap-filling method will likely
depend on the number and duration of gaps, as well as the
available covariate data. Although significant questions
remain about method selection, we encourage the N2O
community to follow the gap-filling protocol outlined and
to examine and report onmultiplemethods, even reporting
negative results, as thiswill allow for comparability of stud-
ies and aid in determining which scenarios are best suited
for a gap-filling model.
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1198 DORICH et al.

Model validation at Gatton

Model validation was done in the three respective steps. Models were checked for structural validity, examining
if the model equations made sense for the N2O emissions data. As there were only five covariates available (soil
temperature, water-filled pore space, NH4, NO3, and days since fertilizer application) and all have known inter-
actions with N2O, the models selection of covariates seem reasonable. Part of this structural validity check was
also minimizing complexity in models, sometimes to the detriment of model results. For example, the random
forest model could potentially have used a lot more trees within the model, getting better results, but would have
become extremely difficult to understand and likely would overfit the data. Similarly, interactions in GAMs or
ARIMA could potentially improve results but would make comprehension of the model and reuse of it more dif-
ficult. Use of the other validation steps in concert can help in the decision making process for this. Replicative
validity is where model metrics were generated for each of the models and sampling scenarios, showing statistics
for both training and testing datasets, respectively, as well as the cumulative results. Replicative validity results
are shown in Figure 2 where the time series is plotted with model results, as well as reporting the statistics of how
models performed. The validation statistics (Table 3) are broken down to show both the results for the training
(613 points) and testing (263 points) data splits, as well as the cumulative emissions data when gap-filled using
respective methods. The sum of N2O value therefore uses the 613 observed (training) data points and the 263 esti-
mated testing days from the respective gap-fillingmethods in order to calculate an emission sum over the duration
of the study. These are provided as an example and are not meant to propose the use of a particular model among
the models proposed, as more work needs to be done testing across scenarios and within gap-filling scenarios.
Predictive capability of the models would then be tested by running the model on another treatment from the De
Rosa et al. (2018) study (i.e., running the model created from the Co+CONV treatment on the Ma+CONV treat-
ment). The difference between these two treatments is the use of composted chicken manure and raw manure
(at N application rates of 240 and 102 kg N ha−1, respectively). Differences in the type of organic matter applied
could be reflected in different inorganic N values between the treatments, though thismay be hard to differentiate.
Further, other impacts (water-holding capacity, infiltration, etc.) from the different organic matter additions are
not reflected explicitly in the covariates that are used in the models but likely have an impact on emission rates
(Barton & Schipper, 2001; van der Weerden et al., 2016). These are provided as examples of implementations of
the methods, but further development of the methods across sites is warranted.

TABLE 3 Validation statistics for the Co+CONV (composted chicken manure at 240 kg N ha−1 with mineral N at 310 kg N ha−1)
treatment in Gatton. This used the standard 70:30 data splitting for training and testing (613 and 263 d, respectively, for the two datasets)

Statistic Observed Linear GAMs ARIMA RF NNs
Cumulative statistics
Sum of N2O, kg N2O-N ha−1 2.566 2.647 1.639 2.527 2.465 2.495

Test statistics
No. of testing days 263
Sum of N2O, kg N2O-N ha−1 0.791 0.864 0.462 0.708 0.69 0.720
RMSE, g N2O-N ha−1 1.584 1.604 4.513 5.864 6.369
R2 .672 .478 .718 .379 .240
MBE −0.013 1.086 −0.181 −0.381 −0.267

Training statistics
No. of training days 613
Sum of N2O, kg N2O-N ha−1 1.775 NAa 1.177 1.819 1.775 1.775
RMSE, g N2O-N ha−1 NA 1.669 2.776 3.052 3.374
R2 NA .374 .686 .614 .531
MBE NA 1.186 0.095 0.000 0.003

Note. GAM, generalized additive model; ARIMA, autoregressive integrated moving average; RF, random forest; NN, neural network; MBE, mean bias error.
aNA, not applicable.
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Although we have outlined a protocol for gap-filling,
there are still many significant questions that remain. Gap-
filling has primarily been done on daily averages; whether
subdaily data for gap-filling are feasible, or would improve
results, is uncertain. Covariate data can often contain gaps,
and gap-filling of those data can present problems, as the
N2O estimate is now reliant on uncertainty beyond that of
spatial variation and N2O measurement uncertainty. Use
of process-based biogeochemical models for gap-filling
covariates may be an acceptable method in the near term
and should be reviewed. Lastly, issues with methods
around chamber sampling itself (integration used, filter-
ing of minimum R2, spatial and temporal coverage, and
minimum detection limits) need to be examined within
gap-filling techniques, which also requires reporting of
full methods within publications.
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