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A global approximation method of Nyström type is explored for the numerical solution of a class of 
nonlinear integral equations of the second kind. The cases of smooth and weakly singular kernels 
are both considered. In the first occurrence, the method uses a Gauss-Legendre rule whereas in 
the second one resorts to a product rule based on Legendre nodes. Stability and convergence are 
proved in functional spaces equipped with the uniform norm and several numerical tests are given 
to show the good performance of the proposed method. An application to the interior Neumann 
problem for the Laplace equation with nonlinear boundary conditions is also considered.

1. Introduction

The goal of this paper is to develop a numerical method for the following integral equation

𝑓 (𝑦) −

1

∫
−1

𝑘1(𝑥, 𝑦)𝑓 (𝑥)𝑑𝑥−

1

∫
−1

𝑘2(𝑥, 𝑦)ℎ(𝑥,𝑓 (𝑥))𝑑𝑥 = 𝑔(𝑦), 𝑦 ∈ [−1,1], (1)

where 𝑓 is to be determined, 𝑘1, 𝑘2 and 𝑔 are given functions, and ℎ(𝑥, 𝑣) is a known function which is assumed to be nonlinear in 𝑣.

Integral equations of type (1) have wide applications in models involving nonlinearities such as heat radiation, heat transfer, 
acoustics, elasticity, and electromagnetic problems; see [1,2]. Some of these models are mathematically represented in terms of 
boundary value problems having nonlinear boundary conditions which can be reformulated in terms of (1); see [3] and Section 6. In 
applicative contexts, the kernels 𝑘1 and 𝑘2 of (1) are smooth and/or weakly singular. For instance, in the interior Neumann problem 
for Laplace’s equation the kernel 𝑘1 is smooth whereas 𝑘2 is a combination of a smooth function and a logarithmic kernel, i.e.

𝑘2(𝑥, 𝑦) = 𝜌(𝑥, 𝑦) +𝜓(𝑥) log |𝑥− 𝑦|, (2)

with 𝜌 and 𝜓 smooth functions.
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Motivated by these applications, in this paper we treat (1) when the kernels are continuous functions and/or weakly singular at 
the bisector as, for example, |𝑥 − 𝑦|𝜈 , 𝜈 > −1 and log |𝑥 − 𝑦|. Without losing the generality, we first consider the case when 𝑘1 and 
𝑘2 are both smooth and the case when 𝑘1 is smooth and 𝑘2 is weakly singular. However, our approach can be also applied in other 
“mixed” situations, as, for instance, (2).

Let us note that if 𝑘1(𝑥, 𝑦) ≡ 0, then equation (1) is the classical nonlinear Hammerstein equation

𝑓 (𝑦) −

1

∫
−1

𝑘2(𝑥, 𝑦)ℎ(𝑥,𝑓 (𝑥))𝑑𝑥 = 𝑔(𝑦), 𝑦 ∈ [−1,1],

which is one of the most frequently investigated nonlinear integral equations, since it occurs in applications in numerous areas. 
Several problems written in terms of ordinary and partial differential equations can be transformed into equations of Hammerstein 
type through Green’s function [4–6]. An example is the following differential problem of the second order which describes the forced 
oscillations of finite amplitude of a pendulum [7]{

𝐹𝑦𝑦(𝑦) + 𝑎2 sin𝐹 (𝑦) =𝐺(𝑦), 𝑦 ∈ [0,1]
𝐹 (0) = 𝐹 (1) = 0,

(3)

where 𝐹 denotes the amplitude of oscillation, the constant 𝑎 ≠ 0 depends on the length of the pendulum and on the gravity, and the 
driving force 𝐺 is periodic and odd. Problem (3) is equivalent to this nonlinear integral equation

𝐹 (𝑦) +

1

∫
0

𝑘(𝑥, 𝑦)
[
𝐺(𝑥) − 𝑎2 sin (𝐹 (𝑥))

]
𝑑𝑥 = 0,

with 𝑘(𝑥, 𝑦) the triangular function defined as

𝑘(𝑥, 𝑦) =

{
𝑥(1 − 𝑦), 𝑥 ∈ [0, 𝑦]
𝑦(1 − 𝑥), 𝑥 ∈ [𝑦,1]

.

A further example is the well-known Chandrasekhar H-equation

𝐻(𝑦) − 𝑐𝐻(𝑦)

1

∫
0

𝑥𝑠(𝑥)
𝑦+ 𝑥

𝐻(𝑥)𝑑𝑥 = 1, 𝑐 ∈ℂ,

where 𝑠 is a given function and 𝐻 is the unknown. It models various physical problems such as the radioactive transfer and the 
kinetic of gases and, setting 𝑓 (𝑦) = [𝐻(𝑦)]−1, it can be written as an Hammerstein equation [4] in the unknown 𝑓 (𝑦).
Other contexts of application are the network theory, optimal control systems and automation [8,9].

Many interesting papers on the approximation of the solution of Hammerstein equations have appeared in the last few years. The 
survey [4] provides a complete overview of methods that can be also applied to other kind of nonlinear integral equations. Detailed 
examples of existing methods are collocation methods [10,11], degenerate kernel methods [12], discrete Legendre spectral methods 
[13] also for weakly singular equations [14,15], and the more recent numerical techniques based on spline quasi-interpolation [16,17]

and Gaussian spline rules [18].

In this paper, first we determine the functional spaces which the solution of the equation belongs to, and study the mapping 
properties of the involved integral operators by using suitable approximation tools. Then, we propose Nyström type methods based 
on the polynomial approximation. Although this approach has been widely applied to linear Fredholm integral equations of the 
second kind (see, for instance, [19–22]), this is the first time that it is developed for nonlinear second-kind equations, according to 
our knowledge. The Nyström method is based on a discretization of the integral operators which involves the Gauss-Legendre rule 
if the kernel is smooth or a suitable product rule, based on the Legendre nodes, if the kernel is weakly singular. Following [23], we 
prove the stability of the method in spaces equipped with the uniform norm and we provide new estimates of the error, deduced 
also thanks to the recent results given in [24]. Specifically, under suitable assumptions on the known functions, we prove that the 
rate of convergence of the method is comparable with the error of best polynomial approximation in the functional spaces where the 
solution lives.

We conclude the paper by applying the proposed method to the numerical solution of the interior Neumann problem for the 
Laplace equation having nonlinear boundary conditions, following an approach which has been already shown in [25,3].

The paper is structured as follows. Section 2 details the function spaces in which equation (1) is considered and provides some 
basic results concerning the error of best polynomial approximation. Section 3 focuses on the mapping properties of the involved 
integral operators and on the solvability of equation (1). Section 4 and Section 5 deal with the Nyström methods we propose when the 
kernels are smooth or weakly singular, respectively. In both situations, a theoretical study is provided together with some numerical 
experiments that show the performance of the method. Section 6 concerns an application of the described numerical approach to the 
2

Laplace equation with nonlinear Neumann boundary conditions. Section 7 contains the proofs of our results.
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2. Function spaces and best polynomial approximation

Let us denote by 𝐶 ≡ 𝐶([−1, 1]) the Banach space of continuous functions on [−1, 1] with the uniform norm

‖𝑓‖𝐶 = ‖𝑓‖∞ = max
𝑥∈[−1,1]

|𝑓 (𝑥)|,
and let us introduce the Sobolev–type space of order 1 ≤ 𝑟 ∈ℕ

𝑊 𝑟 =
{
𝑓 ∈ 𝐶 ∶ 𝑓 (𝑟−1) ∈𝐴𝐶(−1,1), ‖𝑓 (𝑟)𝜑𝑟‖∞ <∞

}
,

where 𝜑(𝑥) =
√
1 − 𝑥2 and 𝐴𝐶(−1, 1) denotes the set of all absolutely continuous functions on (−1, 1). We equip 𝑊 𝑟 with the norm

‖𝑓‖𝑊 𝑟 = ‖𝑓‖∞ + ‖𝑓 (𝑟)𝜑𝑟‖∞.

The space (𝑊 𝑟, ‖ ⋅ ‖𝑊 𝑟 ) is a Banach space.

For our aims, we also need to define the Sobolev space 𝑾 𝑟() for bivariate functions 𝑓 ∶ →ℝ, with  an open subset of ℝ2. 

It is the set of all functions 𝑓 in  such that for every 2-tuple of nonnegative integers 𝓁 = (𝓁1, 𝓁2), with |𝓁| = 2∑
𝑖=1

𝓁𝑖 ≤ 𝑟, the mixed 

partial derivatives 𝐷𝓁𝑓 = 𝜕𝓁1+𝓁2𝑓

𝜕𝑥
𝓁1
1 𝜕𝑥

𝓁2
2

exist and ‖𝐷𝓁𝑓‖∞ <∞. We endow this space with the norm

‖𝑓‖𝑾 𝑟() = ‖𝑓‖∞ +
∑

1≤|𝓁|≤𝑟‖𝐷𝓁𝑓‖∞.

For functions of “intermediate” smoothness, we define the Zygmund space 𝑍𝜆, with 𝜆 ∈ℝ+, as follows

𝑍𝜆 =

{
𝑓 ∈ 𝐶 ∶ sup

𝑡>0

Ω𝑘
𝜑(𝑓, 𝑡)

𝑡𝜆
<∞, 𝑘 ≥ 1, 𝑘 > 𝜆

}
,

where the main part of the 𝜑-modulus of smoothness Ω𝑘
𝜑
(𝑓, 𝑡) is defined as [26, p. 90]

Ω𝑘
𝜑
(𝑓, 𝑡) = sup

0<𝜏≤𝑡
max
𝑥∈𝐼𝑘𝜏

|Δ𝑘
𝜏𝜑

𝑓 (𝑥)|, 𝐼𝑘𝜏 = [−1 + (2𝑘𝜏)2,1 − (2𝑘𝜏)2], (4)

with

Δ𝑘
𝜏𝜑𝑓 (𝑥) =

𝑘∑
𝑖=0

(−1)𝑖
(
𝑘

𝑖

)
𝑓

(
𝑥+ 𝜏𝜑(𝑥)

2
(𝑘− 2𝑖)

)
.

The space 𝑍𝜆 is endowed with the norm

‖𝑓‖𝑍𝜆 = ‖𝑓‖∞ + sup
𝑡>0

Ω𝑘
𝜑
(𝑓, 𝑡)

𝑡𝜆
,

and also (𝑍𝜆, ‖ ⋅ ‖𝑍𝜆
) is a Banach space.

From now on we will denote by  a generic positive constant that can be different in different formulas. Moreover will we write 
 = (𝑎, 𝑏, ...) to say that  is dependent on the parameters 𝑎, 𝑏, .... and  ≠ (𝑎, 𝑏, ...) to say that  is independent of them.

Denoting by ℙ𝑚 the set of all algebraic polynomials of degree at most 𝑚, for functions 𝑓 ∈ 𝐶 , let us now define the error of best 
polynomial approximation as

𝐸𝑚(𝑓 ) = inf
𝑃𝑚∈ℙ𝑚

‖‖𝑓 − 𝑃𝑚
‖‖∞ .

It is well known that (see, for instance, [26] and the references therein)

𝑓 ∈ 𝐶 ⟺ lim
𝑚→∞

𝐸𝑚(𝑓 ) = 0,

Moreover, it is known that the behavior of the best approximation error is strictly related to the smoothness of the function 𝑓 . Indeed 
in order to estimate 𝐸𝑚(𝑓 ), we can use, for instance, the following weak-Jackson inequality [27]

𝐸𝑚(𝑓 ) ≤ 
1
𝑚

∫
0

Ω𝑘
𝜑(𝑓, 𝑡)
𝑡

𝑑𝑡, ∀𝑓 ∈ 𝐶,  ≠ (𝑚,𝑓 ). (5)

On the other hand, it is also well known the so called Favard inequality, which says that
3

𝐸𝑚(𝑓 ) ≤ 
𝑚𝑟

‖𝑓‖𝑊 𝑟 , ∀𝑓 ∈𝑊 𝑟, (6)
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where  ≠ (𝑚, 𝑓 ). A stronger result is that both the Sobolev and Zygmund spaces introduced before, can be characterized in terms 
of the best polynomial approximation error. Indeed, from [27, Th. 4.2.1, p. 40] and [28, Co.2.2, p. 224] it immediately follows that

𝑓 ∈𝑊 𝑟 ⟺𝐸𝑚(𝑓 ) =( 1
𝑚𝑟

)
, ∀𝑟 ∈ ℕ, (7)

while by [27, Th.8.2.1., p. 94] and (5) it follows

𝑓 ∈𝑍𝜆 ⟺𝐸𝑚(𝑓 ) =( 1
𝑚𝜆

)
, ∀𝜆 ∈ℝ+ ⧵ℕ. (8)

We conclude the section with a very recent result [24] which provides a characterization of the error of the best polynomial approx-

imation of composite functions and that will be useful in the sequel.

Theorem 1. Let ℎ ∶ → ℝ, with  open subset of ℝ2 and 𝜎 ∶ (−1, 1) → ℝ2 such that 𝐼𝑚(𝜎) ⊆. Assume that ℎ ∈𝐖𝑟() and 𝜎(𝑥) =
(𝑥, 𝑓 (𝑥)) with 𝑓 ∈𝑊 𝑟, then

𝐸𝑚(ℎ◦𝜎) ≤  ( 2
𝑚

)𝑟

𝐵𝑟 ‖ℎ‖𝐖𝑟() ‖𝑓‖𝑠
𝑊 𝑟 ,

where  = (𝑟) is a positive constant independent of ℎ and 𝑓 , 𝐵𝑟 is the 𝑟-th Bell number, and the exponents 𝑠 are defined as follows

𝑠 =

{
0, if ‖𝑓‖𝑊 𝑟 ≤ 1
𝑟, if ‖𝑓‖𝑊 𝑟 > 1

. (9)

3. The solvability of equation (1)

The aim of this section is, firstly, to investigate the mapping properties of the operators involved in equation (1) and, then, to 
study its solvability in suitable subspaces of 𝐶 .

We start with the case that both 𝑘1(𝑥, 𝑦) and 𝑘2(𝑥, 𝑦) are smooth functions.

Let us introduce the Fredholm operators

(𝐾𝑖𝑓 )(𝑦) =

1

∫
−1

𝑘𝑖(𝑥, 𝑦)𝑓 (𝑥)𝑑𝑥, 𝑦 ∈ [−1,1], 𝑖 = 1,2, (10)

and the so-called Nemytskii operator

(𝐻𝑓 )(𝑥) = ℎ(𝑥,𝑓 (𝑥)), 𝑥 ∈ [−1,1]. (11)

Then, equation (1) can be written as

(𝐼 −)𝑓 = 𝑔,  =𝐾1 +𝐾2𝐻 (12)

where 𝐼 is the identity operator.

It is well-known that if we assume the following hypothesis

[K1] The kernels 𝑘𝑖(𝑥, 𝑦), 𝑖 = 1, 2, are such that

sup
𝑦∈[−1,1]

1

∫
−1

|𝑘𝑖(𝑥, 𝑦)|𝑑𝑥 <∞,

lim
𝑦→𝑦̃

1

∫
−1

|𝑘𝑖(𝑥, 𝑦) − 𝑘𝑖(𝑥, 𝑦̃)|𝑑𝑥 = 0, 𝑦̃ ∈ [−1,1];

then the linear Fredholm operators 𝐾𝑖 ∶ 𝐶 → 𝐶 , 𝑖 = 1, 2, are compact, from which we can also deduce that they are completely 
continuous; see, for instance, [29].

Moreover, if we assume that

[H1] The function ℎ ∶ [−1, 1] ×ℝ →ℝ is continuous;

[H2] The partial derivative ℎ𝑣(𝑥, 𝑣) =
𝜕ℎ(𝑥, 𝑣)

𝜕𝑣
exists and is continuous for 𝑥 ∈ [−1, 1] and 𝑣 ∈ℝ;

then the Nemytskii operator 𝐻 ∶ 𝐶 → 𝐶 is well defined, bounded, and continuous because of the hypothesis [H1] (see, for instance, 
4

[30]) and is continuously Fréchet differentiable on the space 𝐶 thanks to [H2] (see, for instance, [11, Lemma 4]).
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Its Fréchet derivative, at 𝑓 ∈ 𝐶 , is given by the multiplicative linear operator defined as

[(𝐻 ′𝑓 )𝜙](𝑥) = ℎ𝑣(𝑥,𝑓 (𝑥))𝜙(𝑥), ∀𝜙 ∈ 𝐶, 𝑥 ∈ [−1,1].

For our aims, it is also useful to introduce the linear operator

(𝐺𝑓 )(𝑦) = (𝐾2𝑓 )(𝑦) + 𝑔(𝑦), 𝑦 ∈ [−1,1].

Let us note that if the further condition

[G1] The right-hand side 𝑔 is continuous in [−1, 1];

is fulfilled, the operator 𝐺 inherits the same properties as 𝐾2. Consequently, the composite operator 𝐺𝐻 ∶ 𝐶 → 𝐶 is completely 
continuous.

Let us now rewrite equation (1) (or equivalently (12)) as the following fixed point problem

𝑓 (𝑦) = (𝑓 )(𝑦), (𝑓 )(𝑦) = (𝐾1𝑓 )(𝑦) + (𝐺𝐻𝑓 )(𝑦) = (𝑓 )(𝑦) + 𝑔(𝑦). (13)

Under the assumptions [K1], [H1], [H2], and [G1] the operator  is continuously Fréchet differentiable on the space 𝐶 . For 
each 𝑓 ∈ 𝐶 , its derivative is given by

[(𝑓 )𝜙](𝑦) = [(𝐾1 + (𝐺𝐻)′𝑓 )𝜙](𝑦) = (𝐾1𝜙)(𝑦) + [𝐺(𝐻 ′𝑓 )𝜙](𝑦), ∀𝜙 ∈ 𝐶, 𝑦 ∈ [−1,1],

that is

[(′𝑓 )𝜙](𝑦) =
1

∫
−1

𝑘1(𝑥, 𝑦)𝜙(𝑥)𝑑𝑥+

1

∫
−1

𝑘2(𝑥, 𝑦)ℎ𝑣(𝑥,𝑓 (𝑥))𝜙(𝑥)𝑑𝑥. (14)

Moreover, if

[H3] The partial derivative ℎ𝑣𝑣(𝑥, 𝑣) =
𝜕2ℎ(𝑥, 𝑣)

𝜕2𝑣
exists and is continuous for 𝑥 ∈ [−1, 1] and 𝑣 ∈ℝ;

then the operator  also admits the second Fréchet derivative at 𝑓 ∈ 𝐶 , defined as [23]

[(′′𝑓 )(𝜙1, 𝜙2)](𝑦) =

1

∫
−1

𝑘2(𝑥, 𝑦)ℎ𝑣𝑣(𝑥,𝑓 (𝑥))𝜙1(𝑥)𝜙2(𝑥)𝑑𝑥, 𝜙1, 𝜙2 ∈ 𝐶. (15)

Remark 1. Let us observe that, if ℎ ∈𝐖𝑟() where  is an open subset of ℝ2 and 𝑟 ≥ 2, then the assumptions [H1], [H2], and

[H3] are satisfied.

The analysis of the operator  is fundamental to state the existence of solutions of (13). Let us recall that a solution 𝑓∗ of (13) is 
geometrically isolated if there exists a ball

𝐵(𝑓 ∗, 𝛿) = {𝑓 ∈ 𝐶 ∶ ‖𝑓 − 𝑓 ∗‖∞ ≤ 𝛿},

for some 𝛿 > 0 that does not contain any solution of (13) other than 𝑓 ∗.

Let us also remind that the index of a geometrically isolated solution 𝑓∗ is the common value of the rotation of the vector field 
𝐼 −𝐾1 +𝐺𝐻 over all sufficiently small spheres centered at 𝑓∗ ; see, for instance, [31, p. 100] and [11, Section 2].

Next theorem, which can be deduced by the more general result [31, Theorem 21.6, p. 108], establishes the existence and the 
uniqueness of a geometrically isolated solution 𝑓∗ of (13) with nonzero index.

Theorem 2. Assume that the operator  ∶𝐶 → 𝐶 defined in (13) is completely continuous. Let 𝑓∗ be such that 𝐼 −′𝑓 ∗ is invertible, where 
′𝑓 ∗ is the Fréchet derivative of 𝑓 at the point 𝑓∗. Then 𝑓 ∗ is a fixed point of . Moreover, assume that 1 is not an eigenvalue of ′𝑓 ∗. 
Then 𝑓 ∗ is the unique nonzero index geometrically isolated solution of equation (13) in 𝐶 .

About the smoothness of the solution we can state the following result.

Theorem 3. Let  =𝐾1 +𝐾2𝐻 where 𝐾1, 𝐾2, and 𝐻 are defined in (10) and (11), respectively. Under the assumptions of Theorem 2 if

sup
𝑥∈[−1,1]

‖𝑘𝑖(𝑥, ⋅)‖𝑊 𝑟 <∞, 𝑖 = 1,2, (16)
5

then 𝑓 ∈𝑊 𝑟 for all 𝑓 ∈ 𝐶 . Consequently, if also 𝑔 ∈𝑊 𝑟 the solution 𝑓 ∗ of (13) belongs to 𝑊 𝑟.
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Now, we consider the case when equation (1) presents a nonlinear operator having a symmetric weakly singular kernel at the 
bisector, i.e.

𝑓 (𝑦) −

1

∫
−1

𝑘1(𝑥, 𝑦)𝑓 (𝑥)𝑑𝑥−

1

∫
−1

𝑘2(𝑥, 𝑦)ℎ(𝑥,𝑓 (𝑥))𝑑𝑥 = 𝑔(𝑦), 𝑦 ∈ [−1,1], (17)

where

𝑘2(𝑥, 𝑦) = 𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)
with 𝜓 a smooth function on [−1, 1]. Typical examples of the kernel 𝑘∗(|𝑥 − 𝑦|) are

𝑘∗(|𝑥− 𝑦|) = |𝑥− 𝑦|𝜇, 𝜇 > −1, 𝑘∗(|𝑥− 𝑦|) = log |𝑥− 𝑦|. (18)

About the solvability of this equation we have the following result.

Theorem 4. Assume that [H1], [H2], and [G1] holds true. If

[H4]

max
𝑦∈[−1,1]

⎛⎜⎜⎝
1

∫
−1

|𝑘1(𝑥, 𝑦)|𝑑𝑥+ max
𝑥∈[−1,1]

‖ℎ𝑣(𝑥, ⋅)‖∞ 1

∫
−1

|𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)|𝑑𝑥⎞⎟⎟⎠ < 1

then equation (17) has a unique solution 𝑓 ∗ ∈ 𝐶 .

Assumption [H4] is quite restrictive. Nevertheless in the case (18) it is possible to show that [K1] is still satisfied (see [29]) and 
therefore Theorem 2 is still true for this special, but frequent, case.

Moreover in this special case, we can also state a result about the smoothness of the solution of the equation (17).

In what follows we adopt the notation

(𝐾𝜇𝑓 )(𝑦) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1

∫
−1

𝜓(𝑥)|𝑥− 𝑦|𝜇𝑓 (𝑥)𝑑𝑥, 𝜇 > −1, 𝜇 ≠ 0,

1

∫
−1

𝜓(𝑥) log |𝑥− 𝑦|𝑓 (𝑥)𝑑𝑥, 𝜇 = 0

. (19)

Theorem 5. Let  =𝐾1 +𝐾𝜇𝐻 , 𝜇 > −1, where 𝐾1, 𝐻 , and 𝐾𝜇 are defined in (10), (11), and (19), respectively. Assume that equation 
(17) has a unique solution 𝑓 ∗ ∈ 𝐶 . If [H1] holds, 𝜓 ∈ 𝐶 , and

sup
𝑥∈[−1,1]

‖𝑘1(𝑥, ⋅)‖𝑍𝜆 <∞, 𝜆 > 0, (20)

then, for all 𝑓 ∈ 𝐶 , 𝑓 ∈ 𝑍𝑠 where 𝑠 = min{𝜆, 𝜇 + 1}, when 𝜇 ≠ 0, while 𝑠 = min{𝜆, 1 − 𝜖}, with 𝜖 > 0 arbitrarily small, when 𝜇 = 0. 
Consequently, if also 𝑔 ∈𝑍𝑠 the solution 𝑓 ∗ of the equation (𝐼 −)𝑓 = 𝑔 belongs to 𝑍𝑠.

Remark 2. In the literature some estimates of the smoothness of the solution of Hammerstein integral equations with a weakly 
singular integral of the type (19) are known (see, for instance, [32] and [33]). Here, for a more general equation, we give minimal 
smoothness assumptions on the known functions, in order to determine the space which the solution of the equation belongs to.

4. The Nyström method for the case of continuous kernels

We introduce, now, a numerical method of Nyström type based on the Gauss-Legendre rule

1

∫
−1

𝑓 (𝑥)𝑑𝑥 =
𝑚∑

𝑘=1
𝜆𝑘𝑓 (𝑥𝑘) + 𝑒𝑚(𝑓 ), (21)

where 𝜆𝑘 is the 𝑘th Christoffel number, 𝑥𝑘 is the 𝑘th zero of the orthonormal Legendre polynomial 𝑝𝑚(𝑥) of degree 𝑚, and 𝑒𝑚(𝑓 ) is 
the remainder term. Let us recall that [26, Theorem 5.1.6]
6

|𝑒𝑚(𝑓 )| ≤ 4𝐸2𝑚−1(𝑓 ), ∀𝑓 ∈ 𝐶. (22)
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First, let us approximate the Fredholm integral operators (10) by defining the discrete operator 𝐾𝑖
𝑚 as follows

(𝐾𝑖
𝑚𝑓 )(𝑦) =

𝑚∑
𝑘=1

𝜆𝑘𝑘𝑖(𝑥𝑘, 𝑦)𝑓 (𝑥𝑘), 𝑖 = 1,2. (23)

Now, consider the equation

(𝐼 −𝑚)𝑓𝑚 = 𝑔, 𝑚 =𝐾1
𝑚 +𝐾2

𝑚𝐻 (24)

i.e.

𝑓𝑚 = 𝑚𝑓𝑚, with 𝑚𝑓 =𝑚𝑓 + 𝑔 (25)

where 𝑓𝑚 is an unknown function, approximating the solution of equation (13).

The next theorem contains some useful properties of the operators 𝑚 essential for obtaining the stability and convergence of the 
method. Here and in the following all the involved operators will be considered as maps of 𝐶 into itself.

Theorem 6. Let  and 𝑚 be the operators defined in (12) and (24), respectively, and let us assume that [𝐊𝟏] and [𝐇𝟏] are satisfied. Then, 
the sequence {𝑚}𝑚 is collectively compact and pointwise convergent to .

Remark 3. Note that if, in addition to [𝐊𝟏] and [𝐇𝟏], the assumption [𝐆𝟏] is satisfied, from Theorem 6 we can deduce that the 
sequence {𝑚}𝑚 is collectively compact and pointwise convergent to .

Now, in order to compute the unknown solution 𝑓𝑚 of equation (24), which has the explicit form

𝑓𝑚(𝑦) −
𝑚∑

𝑘=1
𝜆𝑘𝑘1(𝑥𝑘, 𝑦)𝑓𝑚(𝑥𝑘) −

𝑚∑
𝑘=1

𝜆𝑘𝑘2(𝑥𝑘, 𝑦)ℎ(𝑥𝑘,𝑓𝑚(𝑥𝑘)) = 𝑔(𝑦),

let us collocate it at the points 𝑥𝑖 for 𝑖 = 1, … , 𝑚. In this way, we obtain the following nonlinear system of 𝑚 equations in the 𝑚
unknowns 𝑎𝑖 = 𝑓𝑚(𝑥𝑖), 𝑖 = 1, … , 𝑚,

𝑚∑
𝑘=1

[𝛿𝑖,𝑘 − 𝜆𝑘𝑘1(𝑥𝑘, 𝑥𝑖)]𝑎𝑘 −
𝑚∑

𝑘=1
𝜆𝑘𝑘2(𝑥𝑘, 𝑥𝑖)ℎ(𝑥𝑘, 𝑎𝑘) = 𝑔(𝑥𝑖), 𝑖 = 1,… ,𝑚, (26)

where 𝛿𝑖,𝑘 is the Kronecker symbol.

The solution (𝑎∗1 , … , 𝑎∗
𝑚
) of system (26), allows us to construct the

Nyström interpolant

𝑓𝑚(𝑦) =
𝑚∑

𝑘=1
𝜆𝑘[𝑘1(𝑥𝑘, 𝑦)𝑎∗𝑘 + 𝑘2(𝑥𝑘, 𝑦)ℎ(𝑥𝑘, 𝑎∗𝑘)] + 𝑔(𝑦). (27)

Theorem 7. Assume [K1], [H1], [G1], and [H2] and [H3] in the ball 𝐵(𝑓∗, 𝛿), where 𝑓 ∗ is a fixed point of the operator  defined in 
(13). Moreover, assume that 1 is not an eigenvalue of ′𝑓 ∗ where ′𝑓 ∗ is given in (14). Then, for 𝑚 sufficiently large, say 𝑚 ≥ 𝑚0, the 
operator 𝑚 in (25) has a unique fixed point 𝑓𝑚 in 𝐵(𝑓 ∗, 𝜖) with 0 < 𝜖 ≤ 𝛿.

Theorem 8. Assume that the hypotheses of Theorem 7 are fulfilled. Let 𝑓 ∗ be the unique fixed point of  in 𝐵(𝑓∗, 𝛿), for some 𝛿 > 0. Assume 
that 1 is not an eigenvalue of ′𝑓 ∗ and, in addition, that for some 𝑟 ≥ 1,

sup
𝑥∈[−1,1]

‖𝑘𝑖(𝑥, ⋅)‖𝑊 𝑟 <∞, sup
𝑦∈[−1,1]

‖𝑘𝑖(⋅, 𝑦)‖𝑊 𝑟 <∞, 𝑖 = 1,2 (28)

𝑔 ∈𝑊 𝑟, ℎ ∈𝐖𝑟(), (29)

where  is an open subset of ℝ2.

Then, for 𝑚 sufficiently large (say 𝑚 ≥𝑚0), denoted by 𝑓𝑚 the unique fixed point of 𝑚 in 𝐵(𝑓 ∗, 𝜖), with 0 < 𝜖 ≤ 𝛿, we have

||𝑓 ∗ − 𝑓𝑚||∞ =( 1
𝑚𝑟

)
. (30)

4.1. Numerical tests

In this section, we consider some numerical tests to confirm the effectiveness of our method.

In all the experiments, first we solve system (26) by using the classical Newton method or the Matlab routine fsolve. Then, we 
compute the Nyström interpolant 𝑓𝑚 given in (27), and the relative discrete errors on a grid of 102 equidistant nodes 𝑦𝑖, 𝑖 = 1, … , 100, 
7

in [−1, 1], i.e.
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Table 1

From left to right the numerical results for Example 1 and Example 2.

𝑚 𝑚 iter

4 4.88e-08 6

8 4.90e-16 6

𝑚 𝑚 iter

4 4.87e-03 5

8 2.32e-07 5

16 2.22e-16 5

Table 2

From left to right the numerical results for Example 3 and Example 4.

𝑚 𝑚 iter 𝐸𝑂𝐶𝑚

8 2.35e-04 4 3.85e+00

16 2.15e-05 4 3.45e+00

32 1.98e-06 4 3.44e+00

64 1.79e-07 4 3.47e+00

128 1.59e-08 4 3.49e+00

256 1.30e-09 4 3.61e+00

𝑚 𝑚 iter 𝐸𝑂𝐶𝑚

8 9.45e-04 18 7.96e+00

16 4.77e-05 65 4.31e+00

32 2.26e-06 21 4.40e+00

64 1.03e-07 20 4.45e+00

128 4.64e-09 20 4.48e+00

256 1.98e-10 20 4.55e+00

𝑚 =
‖𝑓 ∗ − 𝑓𝑚‖‖𝑓 ∗‖ , (31)

where ‖𝑓‖ = max
𝑖=1,…,102

|𝑓 (𝑦𝑖)| and 𝑓 ∗ is the exact solution.

The first two examples, in which the exact solution is known, aim to make a comparison with other methods available in the 
literature. In the other two, the solution 𝑓∗ is not known, and then we consider as exact the Nyström interpolant 𝑓512. Moreover, in 
these specific tests, the known functions are not so smooth that we can show the efficacy of the method also in these cases.

In addition, we compute the estimated order of convergence

𝐸𝑂𝐶𝑚 =
log (𝑚∕2𝑚)

log2
. (32)

Example 1. Consider the Hammerstein equation

𝑓 (𝑦) −

1

∫
−1

𝑒𝑦−2𝑥(𝑓 (𝑥))3𝑑𝑥 = 𝑒𝑦−1(𝑒− 𝑒2 + 1), |𝑦| ≤ 1,

whose exact solution is 𝑓 (𝑥) = 𝑒𝑥. Such equation has been considered in [18,34]. In [18] the machine precision is achieved by solving 
a nonlinear system of order 64, whereas in [34] the better convergence error is 10−10. Table 1 shows that our method has a faster 
convergence. In fact, the machine precision is reached by solving a nonlinear system of 𝑚 = 8 equations in 6 iterations. This is certainly 
due to the smoothness of the known functions which are analytic in [−1, 1].

Example 2. Let us apply our method to the Hammerstein equation [35]

𝑓 (𝑦) −

1

∫
−1

𝑦 cos
(
𝜋

2
𝑥
)
𝑒𝑓 (𝑥)𝑑𝑥 = sin

(
𝜋

2
𝑦
)
− 4𝑦

𝜋
sinh (1) |𝑦| ≤ 1,

where the right-hand side term is fixed so that the exact solution is 𝑓 (𝑥) = sin
(

𝜋

2 𝑦
)

. Also in this case, the kernel and the right-hand 
side are analytic functions and then we expect a fast convergence. Looking at the errors (see Table 1) we can note that our method 
reaches the machine precision with 𝑚 = 16. We remark that the best convergence error of the method presented in [35] is equal to 
10−8.

Example 3. In this test we consider the complete equation of the form (1)

𝑓 (𝑦) −

1

∫
−1

𝑦 cos𝑥𝑑𝑥−

1

∫
−1

𝑒𝑥+𝑦 cos (𝑥+ 1)
𝑥2 + 5

𝑑𝑥

1 + (𝑓 (𝑥))2
= |𝑦| 52 , |𝑦| ≤ 1.

where kernels are both smooth and the right hand side term 𝑔 ∈ 𝑊2. Then, according to (30), the expected theoretical order of 
8

convergence is (𝑚−2). The numerical results reported in Table 2 (on the left) show a better convergence.
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Example 4. Consider an equation in which the kernel of the nonlinear operator satisfies conditions (28) with 𝑟 = 3

𝑓 (𝑦) −

1

∫
−1

(𝑥+ 𝑦)𝑓 (𝑥)𝑑𝑥−

1

∫
−1

|𝑥𝑦| 72 (𝑓 (𝑥))3𝑑𝑥 = 𝑒𝑦 + log (3 + 𝑦), |𝑦| ≤ 1.

Table 2 (on the right) shows, also in this case, that the numerical errors are better than the expected one, since the theoretical error 
is of the order (𝑚−3).

5. The Nyström method for the case of weakly singular kernels

Let us introduce a product rule which allows us to approximate integrals having kernels with weak singularity at the bisector of 
the following type

(𝑓, 𝑦) =
1

∫
−1

𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)𝑓 (𝑥)𝑑𝑥.
The quadrature formula is given by

(𝑓, 𝑦) =
𝑚∑

𝑘=1

[
𝜆𝑘

𝑚−1∑
𝑖=0

𝑝𝑖(𝑥𝑘)𝑀𝑖(𝑦)

]
𝑓 (𝑥𝑘) + 𝑟𝑚(𝑓, 𝑦) = 𝑚(𝑓, 𝑦) + 𝑟𝑚(𝑓, 𝑦), (33)

where 𝜆𝑘 and 𝑥𝑘 are the 𝑘th Christoffel number and the 𝑘th zero of the Legendre polynomial 𝑝𝑚, respectively, 𝑀𝑖(𝑦), 𝑖 = 0, 1, … , 𝑚 −1, 
are the so-called modified moments defined as

𝑀𝑖(𝑦) =

1

∫
−1

𝑝𝑖(𝑥)𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)𝑑𝑥, 𝑖 = 0,… ,𝑚− 1, (34)

and 𝑟𝑚(𝑓, 𝑦) is the quadrature error. From now on, we will denote the weights of rule (33) by

𝑐𝑘(𝑦) = 𝜆𝑘

𝑚−1∑
𝑖=0

𝑝𝑖(𝑥𝑘)𝑀𝑖(𝑦), 𝑘 = 1,… ,𝑚.

Next theorem provides the assumptions assuring the stability of the quadrature formula (33) and an estimate for the remainder 
term (see [26, Theorem 5.1.11] and [36]).

Theorem 9. Let us assume that the kernel 𝑘∗ and the function 𝜓 satisfies

sup|𝑦|≤1
1

∫
−1

|𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)|√
𝜑(𝑥)

𝑑𝑥 <∞,

sup|𝑦|≤1
1

∫
−1

𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)(1 + log+𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)) 𝑑𝑥 <∞,

where log+𝜓(𝑥)𝑘∗(|𝑥 − 𝑦|) = logmax{1, 𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)}. Then, for each 𝑓 ∈ 𝐶 one has

sup
𝑚

sup|𝑦|≤1 |𝑚(𝑓, 𝑦)| ≤ ‖𝑓‖∞,

and

sup|𝑦|≤1 |𝑟𝑚(𝑓, 𝑦)| ≤ 𝐸𝑚−1(𝑓 ), (35)

with  ≠ (𝑚, 𝑓 ).

Now, let us describe the Nyström method for solving equation (17) which we also write as

(𝐼 −)𝑓 = 𝑔,  =𝐾1 +𝐾2𝐻
9

where 𝐻 is given in (11) and
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(𝐾1𝑓 )(𝑦) =

1

∫
−1

𝑘1(𝑥, 𝑦)𝑓 (𝑥)𝑑𝑥, (𝐾2𝑓 )(𝑦) =

1

∫
−1

𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)𝑓 (𝑥)𝑑𝑥.
For this purpose, we introduce the operators

(𝐾1
𝑚𝑓 )(𝑦) =

𝑚∑
𝑘=1

𝜆𝑘𝑘1(𝑥𝑘, 𝑦)𝑓 (𝑥𝑘), (𝐾∗
𝑚𝑓 )(𝑦) =

𝑚∑
𝑘=1

𝑐𝑘(𝑦)𝑓 (𝑥𝑘), (36)

and consider the equation

(𝐼 −𝑚)𝑓𝑚 = 𝑔, 𝑚 =𝐾1
𝑚 +𝐾∗

𝑚𝐻,

i.e.

𝑓𝑚 = 𝑚𝑓𝑚, with 𝑚𝑓𝑚 = (𝑚𝑓𝑚) + 𝑔, (37)

where 𝑓𝑚 is an unknown function.

At this point, in order to compute the solution 𝑓𝑚 of equation (37) which has the explicit form

𝑓𝑚(𝑦) −
𝑚∑

𝑘=1
𝜆𝑘𝑘1(𝑥𝑘, 𝑦)𝑓𝑚(𝑥𝑘) −

𝑚∑
𝑘=1

𝑐𝑘(𝑦)ℎ(𝑥𝑘,𝑓𝑚(𝑥𝑘)) = 𝑔(𝑦),

we collocate it at the points 𝑥𝑖, 𝑖 = 1, ..., 𝑚, obtaining the nonlinear system

𝑚∑
𝑘=1

[𝛿𝑖𝑘 − 𝜆𝑘𝑘1(𝑥𝑘, 𝑥𝑖)]𝑎𝑘 −
𝑚∑

𝑘=1
𝑐𝑘(𝑥𝑖)ℎ(𝑥𝑘, 𝑎𝑘) = 𝑔(𝑥𝑖), 𝑖 = 1,… ,𝑚, (38)

in the 𝑚 unknowns 𝑎𝑖 = 𝑓𝑚(𝑥𝑖).
The solution (𝑎∗1 , … , 𝑎∗𝑚) allows us to construct the Nyström interpolant as follows

𝑓𝑚(𝑦) =
𝑚∑

𝑘=1
𝜆𝑘𝑘1(𝑥𝑘, 𝑦)𝑎∗𝑘 +

𝑚∑
𝑘=1

𝑐𝑘(𝑦)ℎ(𝑥𝑘, 𝑎∗𝑘) + 𝑔(𝑦).

The difficulty in applying this procedure is the construction of the entries of the matrix of the nonlinear system (38) and, in particular, 
the computation of the constants 𝑐𝑘(𝑦), 𝑘 = 1, … , 𝑚, for fixed 𝑦. Indeed, by their definition, the crucial point is the computation of the 
modified moments (34), that can be carried out only for some special kernels 𝑘∗ . Fortunately, for kernels of type (18) the modified 
moments can be exactly computed by using the well known recurrence relations for Legendre polynomials [37]. Moreover, as we 
have already underlined, in this case Theorem 2 still holds true, and therefore Theorem 7 follows also for equation (37), that means 
(37) is unisolvent.

Concerning the convergence, in the special case (18) we have the following result.

Theorem 10. Assume the hypotheses of Theorem 7 and Theorem 9 are true. Let 𝑓 ∗ be the unique fixed point of  = 𝐾1 + 𝐾𝜇𝐻 + 𝑔 in 
𝐵(𝑓 ∗, 𝛿), for some 𝛿 > 0. Assume that 1 is not an eigenvalue of ′𝑓 ∗ and in addition for some 𝜆 > 0, −1 < 𝜇 ≤ 0,

sup
𝑥∈[−1,1]

‖𝑘1(𝑥, ⋅)‖𝑍𝜆 <∞, sup
𝑦∈[−1,1]

‖𝑘1(⋅, 𝑦)‖𝑍𝜆 <∞, (39)

𝑔 ∈𝑍𝑠, where 𝑠 =
{

min{𝜆,1 + 𝜇}, 𝜇 ≠ 0,
min{𝜆,1 − 𝜖}, 𝜇 = 0, 𝜖 > 0 arbitrarily small.

Then, for 𝑚 sufficiently large (say 𝑚 ≥𝑚0), denoted by 𝑓𝑚 the unique fixed point of 𝑚 in 𝐵(𝑓 ∗, 𝜖), with 0 < 𝜖 ≤ 𝛿, we have

||𝑓 ∗ − 𝑓𝑚||∞ =( 1
𝑚𝑠

)
.

Remark 4. The assumptions of Theorem 10 assure that 𝑓 ∗ ∈𝑍𝑠, 0 < 𝑠 < 1. If 𝜇 > 0 and 𝜆 > 1, then 𝑠 could be greater than 1. In this 
case, we can apply Theorem 8 recalling that 𝑓 ∗ ∈𝑊 [𝑠].

5.1. Numerical experiments

In this subsection we give three numerical experiments to show the performance of the method. As in the regular case, we consider 
the relative discrete errors as in (31). To solve the numerical system (38), we used the classical Newton method or the Matlab function 
10

fsolve.
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Table 3

The numerical results for Example 7.

𝑚 𝑚 iter 𝐸𝑂𝐶𝑚

8 2.93e-03 6 2.01e+00

16 7.81e-04 6 1.91e+00

32 2.03e-04 6 1.94e+00

64 5.16e-05 6 1.98e+00

128 1.25e-05 6 2.05e+00

256 2.51e-06 6 2.31e+00

Example 5. Consider the equation proposed in [15]

𝑓 (𝑦) −

1

∫
0

|𝑥− 𝑦|− 1
2 (𝑓 (𝑥))2𝑑𝑥 = 𝑔(𝑦), 𝑦 ∈ [0, 1],

where 𝑔(𝑦) = [𝑦(1 − 𝑦)]
1
2 ] + 16

15𝑦
5
2 + 2𝑦2(1 − 𝑦)

1
2 + 4

3𝑦(1 − 𝑦)
3
2 + 2

5 (1 − 𝑦)
5
2 − 4

3𝑦
3
2 − 2𝑦(1 − 𝑦)

1
2 − 2

3 (1 − 𝑦)
3
2 and the exact solution is 

𝑓 (𝑥) = [𝑥(1 −𝑥)]
1
2 . The best convergence error in [15] is 10−4 whereas our method produces an error 4 = 1.97𝑒 −14. The numerical 

results definitely overcome the theoretical expectation but this is due to the fact that the function ℎ(𝑥, 𝑓 (𝑥) = 𝑥(1 −𝑥) is a polynomial 
and the product rule is exact.

Example 6. Let us test the method to the following equation already considered in [15],

𝑓 (𝑦) −

1

∫
0

log |𝑥− 𝑦| sin (𝜋𝑓 (𝑥))𝑑𝑥 = 1, 𝑦 ∈ [0,1],

where the exact solution is 𝑓 (𝑥) = 1. Transformed the equation into [−1, 1], it becomes

𝑓

(
𝑦+ 1
2

)
− 1

2

1

∫
−1

log |𝑦− 𝑥| sin(
𝜋𝑓

(
𝑥+ 1
2

))
𝑑𝑥−

log2
2

1

∫
−1

sin
(
𝜋𝑓

(
𝑥+ 1
2

))
𝑑𝑥 = 1, |𝑦| ≤ 1,

The best convergence error in [15] is 10−4 whereas in our case we have 4 = 6.66𝑒 − 16.

Example 7. Consider the equation

𝑓 (𝑦) −

1

∫
−1

𝑥2𝑦𝑓 (𝑥)𝑑𝑥−

1

∫
−1

|𝑥− 𝑦|−1∕2 1
1 + 𝑓 (𝑥)2

𝑑𝑥 =
√
𝑦+ 1, |𝑦| ≤ 1.

In this case, we do not known the exact solution. For increasing values of 𝑚, Table 3 reports the relative errors exhibiting a better 
performance than the expected one according to the theoretical estimate, which is (𝑚− 1

2 ), as also confirmed by the estimated order 
of convergence reported in the last column.

6. An application to Boundary Integral Equations

In this section, we show an application of the Nyström method described in Section 5 for the numerical solution of a nonlinear 
boundary integral equation (BIE) arising from the reformulation of a nonlinear boundary value problem (BVP) for Laplace’s equation.

Let us consider the interior Neumann problem over a bounded simply connected planar domain 𝐷 ⊂ ℝ2 with smooth boundary 
Γ. It consists in finding a function 𝑢 ∈ 𝐶2(𝐷) ∩𝐶1(𝐷) that satisfies

⎧⎪⎨⎪⎩
Δ𝑢(𝑃 ) = 0, 𝑃 ∈𝐷,

𝜕𝑢(𝑃 )
𝜕𝑛𝑃

= −ℎ̄(𝑃 , 𝑢(𝑃 )) + 𝑔̄(𝑃 ), 𝑃 ∈ Γ,
(40)

where 𝑛𝑃 denotes the exterior unit normal to Γ at the point 𝑃 , while the function ℎ̄(𝑃 , 𝑣) defined in Γ ×ℝ is nonlinear in 𝑣 and is 
assumed sufficiently smooth.

It is known that (see, for instance, [25]) the harmonic function 𝑢 satisfying (40) is the solution of the following nonlinear BIE of 
11

the second kind
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𝑢(𝑃 ) − 1
𝜋 ∫

Γ

𝑢(𝑄) 𝜕

𝜕𝑛𝑄

[
log |𝑃 −𝑄|]𝑑𝜎(𝑄) − 1

𝜋 ∫
Γ

ℎ̄(𝑄,𝑢(𝑄)) log |𝑃 −𝑄|𝑑𝜎(𝑄)

= 1
𝜋 ∫

Γ

𝑔̄(𝑄) log |𝑃 −𝑄|𝑑𝜎(𝑄), 𝑃 ∈ Γ
(41)

which can be deduced from Green’s representation formula for 𝑢

𝑢(𝑃 ) = 1
2𝜋 ∫

Γ

𝑢(𝑄) 𝜕

𝜕𝑛𝑄

[
log |𝑃 −𝑄|]𝑑𝜎(𝑄) − 1

2𝜋 ∫
Γ

𝜕𝑢(𝑄)
𝜕𝑛𝑄

log |𝑃 −𝑄|𝑑𝜎(𝑄), 𝑃 ∈𝐷, (42)

taking into account the boundary condition in (40).

Once equation (41) has been solved, one can use the known function 𝑢 on Γ along with its known normal derivative on the boundary 
given in (40) in order to compute the unknown solution 𝑢 on the domain 𝐷 using formula (42).

Hence, we are interested in the numerical solution of (41). In order to transform the BIE (41) into an equivalent 1D integral 
equation on the interval [−1, 1], firstly we introduce a parametric representation of the curve Γ

𝜸(𝑥) = (𝜉(𝑥), 𝜂(𝑥)) ∈ Γ, 𝑥 ∈ [−1,1]. (43)

We assume that 𝛾 traverses Γ in a counter-clockwise direction (i.e. it is such that the domain 𝐷 is on the left of Γ) and 𝜉, 𝜂 ∈ 𝐶2[−1, 1], 
with

|𝛾 ′(𝑥)| ≠ 0, ∀𝑥 ∈ [−1,1].

Moreover, in order to achieve higher orders of convergence for the numerical method and, consequently, more accurate approxima-

tions of the solution, we adopt some already known regularization strategies (see, for instance, [38–42]) considering a smoothing 
transformation 𝜙𝑞(𝑥), such that

𝜙𝑞(𝑥) =
{

−1 + (𝑥+ 1)𝑞, 𝑥 ∈ [−1,−1 + 𝜖],
1 − (1 − 𝑥)𝑞, 𝑥 ∈ [1 − 𝜖,1], (44)

for some small 𝜖 > 0 and some smoothing exponent 𝑞 ≥ 1. Note that in the case 𝑞 = 1 we have 𝜙1(𝑥) = 𝑥, which means that no 
smoothing transformation is applied.

Then, by introducing in (41) the change of variables 𝑥 = 𝛾̄(𝑥) and 𝑦 = 𝛾̄(𝑦) with

𝛾̄(𝑥) = 𝛾(𝜙𝑞(𝑥)) = (𝜉(𝜙𝑞(𝑥)), 𝜂(𝜙𝑞(𝑥))) =∶ (𝜉(𝑥), 𝜂̄(𝑥)) 𝑥 ∈ [−1,1]. (45)

we can rewrite the BIE as follows

𝑢(𝛾̄(𝑦)) −

1

∫
−1

𝑘1(𝑥, 𝑦)𝑢(𝛾̄(𝑥))𝑑𝑥− 1
𝜋

1

∫
−1

ℎ̄(𝛾̄(𝑥), 𝑢(𝛾̄(𝑥)))|𝛾̄ ′(𝑥)| log |𝛾̄(𝑦) − 𝛾̄(𝑥)|𝑑𝑥
= − 1

𝜋

1

∫
−1

𝑔̄(𝛾̄(𝑥))|𝛾̄ ′(𝑥)| log |𝛾̄(𝑦) − 𝛾̄(𝑥)|𝑑𝑥,
(46)

where

𝑘1(𝑥, 𝑦) =
1
𝜋

⎧⎪⎪⎨⎪⎪⎩
𝜂̄′(𝑥)[𝜉(𝑥) − 𝜉(𝑦)] − 𝜉′(𝑥)[𝜂̄(𝑥) − 𝜂̄(𝑦)]

[𝜉(𝑥) − 𝜉(𝑦)]2 + [𝜂̄(𝑥) − 𝜂̄(𝑦)]2
, 𝑥 ≠ 𝑦,

1
𝜋

𝜉′(𝑥)𝜂̄′′(𝑥) − 𝜂̄′(𝑥)𝜉′′(𝑥)
2[𝜉′(𝑥)2 + 𝜂̄′(𝑥)2]

, 𝑥 = 𝑦.

Now, first we split the logarithmic kernel log |𝛾̄(𝑦) − 𝛾̄(𝑥)| as follows

log |𝛾̄(𝑦) − 𝛾̄(𝑥)| = log |𝛾̄(𝑦) − 𝛾̄(𝑥)||𝑥− 𝑦| + log |𝑥− 𝑦|. (47)

Then, following a numerical trick in [43] (see, also, [44]) in order to avoid numerical cancellation, when |𝑥 − 𝑦| < 𝑒𝑝𝑠 (𝑒𝑝𝑠 denotes 
the machine precision) we use the approximation

log |𝛾̄(𝑦) − 𝛾̄(𝑥)||𝑥− 𝑦| ≃ log |𝛾̄ ′(𝑥)|.

12

Now, setting 𝑓 (𝑥) = 𝑢(𝛾̄(𝑥)), ℎ(𝑥, 𝑓 (𝑥)) = ℎ̄(𝛾̄(𝑥), 𝑢(𝛾̄((𝑥)),
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𝜌(𝑥, 𝑦) =
⎧⎪⎨⎪⎩

1
𝜋

|𝛾̄ ′(𝑥)| log |𝛾̄ ′(𝑥)| |𝑥− 𝑦| < 𝑒𝑝𝑠,

1
𝜋

|𝛾̄ ′(𝑥)| log |𝛾̄(𝑦) − 𝛾̄(𝑥)||𝑥− 𝑦| , otherwise,

𝜓(𝑥) = 1
𝜋
|𝛾̄ ′(𝑥)|, 𝑘2(𝑥, 𝑦) = 𝜌(𝑥, 𝑦) +𝜓(𝑥) log |𝑥− 𝑦|, and, finally,

𝑔(𝑦) = − 1
𝜋

1

∫
−1

𝑔̄(𝛾̄(𝑥))|𝛾̄ ′(𝑥)| log |𝛾̄(𝑦) − 𝛾̄(𝑥)|𝑑𝑥, (48)

the integral equation (46) takes the form

𝑓 (𝑦) = (𝑓 )(𝑦), with (𝑓 )(𝑦) = (𝐾1𝑓 )(𝑦) + (𝐾2𝐻𝑓 )(𝑦) + 𝑔(𝑦) (49)

with the operators 𝐾𝑖, 𝑖 = 1, 2, and 𝐻 defined as in (10) and (11), respectively.

In order to approximate the solution of (49), we apply a Nyström type method which is a combination of the methods described 
in sections 4 and 5. More precisely, it consists in solving the following approximating equation

𝑓𝑚(𝑦) = (𝑚𝑓𝑚)(𝑦) (50)

with the operator 𝑚 defined as

(𝑚𝑓 )(𝑦) = (𝐾1
𝑚𝑓 )(𝑦) + (𝐾2

𝑚𝐻𝑓 )(𝑦) + 𝑔(𝑦),

where 𝐾1
𝑚 is the operator given in (23), while 𝐾2

𝑚 is the operator defined as follows

(𝐾2
𝑚𝑓 )(𝑦) =

𝑚∑
𝑘=1

[
𝜆𝑘𝜌(𝑥𝑘, 𝑦) + 𝑐𝑘(𝑦)𝜓(𝑥𝑘)

]
𝑓 (𝑥𝑘).

The collocation of equation (50) at the Legendre zeros leads to the nonlinear system

𝑓𝑚(𝑥𝑘) = (𝑚𝑓𝑚)(𝑥𝑘), 𝑘 = 1,… ,𝑚, (51)

whose solutions are 𝑓𝑚(𝑥𝑖), 𝑖 = 1, … , 𝑚.

Once computed, these values can be used in order to construct an approximation of the harmonic function 𝑢, solution of the boundary 
value problem (40), at any point 𝑃 of the interior domain 𝐷. First, using the parameterization (45) in (42), for any 𝑃 ≡ (𝑥𝑃 , 𝑦𝑃 ) ∈𝐷

we represent the potential 𝑢(𝑃 ) as

𝑢(𝑥𝑃 , 𝑦𝑃 ) =
1
2

1

∫
−1

𝜂̄′(𝑥)[𝜉(𝑥) − 𝑥𝑃 ] − 𝜉′(𝑥)[𝜂̄(𝑥) − 𝑦𝑃 ]
[𝜉(𝑥) − 𝑥𝑃 ]2 + [𝜂̄(𝑥) − 𝑦𝑃 ]2

𝑓 (𝑥)𝑑𝑥

+ 1
2

1

∫
−1

[ℎ(𝑥,𝑓 (𝑥)) − 𝑔̄(𝛾̄(𝑥))]|𝛾̄ ′(𝑥)| log ||(𝑥𝑃 , 𝑦𝑃 ) − 𝛾̄(𝑥)||𝑑𝑥,
(52)

where 𝑓 is the solution of the integral equation (49). Then, we approximate the potential 𝑢 in (52), by the following function

𝑢𝑚(𝑥𝑃 , 𝑦𝑃 ) =
1
2

𝑚∑
𝑘=1

𝜆𝑘
𝜂̄′(𝑥𝑘)[𝜉(𝑥𝑘) − 𝑥𝑃 ] − 𝜉′(𝑥𝑘)[𝜂̄(𝑥𝑘) − 𝑦𝑃 ]

[𝜉(𝑥𝑘) − 𝑥𝑃 ]2 + [𝜂̄(𝑥𝑘) − 𝑦𝑃 ]2
𝑓𝑚(𝑥𝑘)

+ 1
2

𝑚∑
𝑘=1

𝜆𝑘
[
ℎ(𝑥,𝑓𝑚(𝑥𝑘)) − 𝑔̄(𝛾̄(𝑥𝑘))

] |𝛾̄ ′(𝑥𝑘)| log |||(𝑥𝑃 , 𝑦𝑃 ) − (
𝜉(𝑥𝑘), 𝜂̄(𝑥𝑘)

)|||,
(53)

where the solutions 𝑓𝑚(𝑥𝑖), 𝑖 = 1, … , 𝑚, of the solved nonlinear system are employed.

We observe that in the computation of the right-hand sides of such system the function 𝑔(𝑦) given in (48) needs to be evaluated at 
the collocation points. When we are not able to compute analytically the integral, proceeding as in [44], we approximate it taking 
into account (47) and using a proper combination of the Gauss-Legendre formula and a product quadrature rule with a large number 
of knots.

6.1. Numerical experiments

In this subsection, we are going to show some numerical examples in which the method described in sections 4, 5 has been applied 
13

for approximating the solution of the interior Neumann problem (40) in some planar domain 𝐷 with smooth boundary Γ.
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Table 4

Errors for the potential 𝑢 in Example 8.

𝑞 = 1 𝑞 = 2

𝑚 ‖𝑢− 𝑢𝑚‖Γ ‖𝑢− 𝑢𝑚‖𝐷 ‖𝑢− 𝑢𝑚‖Γ ‖𝑢− 𝑢𝑚‖𝐷

8 6.93e-02 2.71e-01 4.59e-01 3.58e-01

16 2.36e-03 5.94e-02 1.14e-02 1.42e-01

32 3.94e-04 4.98e-03 6.60e-05 1.48e-02

64 1.01e-04 3.65e-05 5.92e-07 1.21e-03

128 2.56e-05 3.89e-08 3.76e-08 2.59e-05

256 6.44e-06 2.45e-09 3.19e-09 2.84e-09

512 1.61e-06 1.53e-10 1.98e-09 1.71e-14

Table 5

Errors for the potential 𝑢 in Example 9.

𝑞 = 1 𝑞 = 2

𝑚 ‖𝑢− 𝑢𝑚‖Γ ‖𝑢− 𝑢𝑚‖𝐷 ‖𝑢− 𝑢𝑚‖Γ ‖𝑢− 𝑢𝑚‖𝐷

8 5.27e-01 6.28e-01 6.71e-01 8.71e-01

16 5.65e-02 9.57e-02 9.83e-02 1.95e-01

32 1.23e-03 6.01e-03 1.84e-03 1.52e-02

64 7.58e-04 2.23e-04 3.38e-05 1.20e-03

128 3.16e-04 1.00e-06 6.53e-07 2.60e-05

256 9.89e-05 4.54e-08 4.21e-08 5.54e-09

512 2.70e-05 3.06e-09 1.53e-09 3.18e-10

The reported error ‖𝑢 −𝑢𝑚‖Γ is the maximum error at the node points on Γ while the error ‖𝑢 −𝑢𝑚‖𝐷 represents the maximum error 
at 600 points sampled randomly in the interior domain 𝐷. Moreover, in our tests, whenever necessary, we have used as smoothing 
transformation 𝜙(𝑥) (see (44)) the following one adopted in [39,40]

𝜙𝑞(𝑥) =
2 ∫ 𝑥

−1
(
1 − 𝑡2

)𝑞−1
𝑑𝑡

∫ 1
−1

(
1 − 𝑡2

)𝑞−1
𝑑𝑡

− 1, 𝑥 ∈ [−1,1], 𝑞 ≥ 1.

Example 8. We consider the problem (40) defined on the planar region 𝐷 bounded by the ellipse Γ of equation

𝑥2

𝑎2
+ 𝑦2

𝑏2
= 1

for given values of (𝑎, 𝑏). We choose the function ℎ̄ as follows (see [25])

ℎ̄(𝑃 ,𝑣) = 𝑣+ sin𝑣,

and the function 𝑔̄ such that the exact solution of (40) is the harmonic function

𝑢(𝑥, 𝑦) = 𝑒𝑥 cos𝑦. (54)

Table 4 contains the numerical results obtained by applying the numerical method (51), (53) in the case (𝑎, 𝑏) = (1, 2).

Example 9. In this second example, again taken from [25], we solve the interior Neumann problem (40) defined on the same domain 
𝐷 considered in the previous example. Here, we assume the boundary condition defined by the nonlinear function

ℎ̄(𝑃 ,𝑣) = |𝑣|𝑣3
and the function 𝑔̄ chosen such that the exact solution 𝑢 of (40) is the one given in (54).

The obtained numerical results are shown in Table 5.

Example 10. We consider the amoeba-like domain 𝐷 bounded by the curve Γ having the following parametric representation

𝛾(𝑥) =𝑅(𝜋(𝑥+ 1))𝑒i𝜋(𝑥+1), 𝑥 ∈ [−1,1]

with 𝑅(𝑥) = 𝑒cos𝑥 cos2 2𝑥+ 𝑒sin𝑥 sin2 2𝑥 (see Fig. 1).

We assume as exact solution of the BVP (40), with the nonlinear function ℎ̄(𝑃 , 𝑣) = 𝑣3, the function
14

𝑢(𝑥, 𝑦) = sin(𝑥) cosh(𝑦)
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Fig. 1. The boundary Γ of the domain 𝐷 in Example 10.

Table 6

Errors for the potential 𝑢 in Example 10.

𝑞 = 1

𝑚 ‖𝑢− 𝑢𝑚‖Γ ‖𝑢− 𝑢𝑚‖𝐷

16 4.23e-01 4.72e-01

32 1.99e-01 1.09e-01

64 5.68e-03 8.61e-03

128 3.25e-05 1.38e-04

256 1.94e-07 6.71e-08

512 4.86e-08 1.42e-12

and determine the corresponding function 𝑔̄ at the right-hand side of the Neumann boundary condition. The errors occurred in the 
computation of the solution at the nodes of curve Γ and at some random points in the interior domains are reported in Table 6.

We observe that we have obtained accurate numerical results already without using any smoothing transformation (𝑞 = 1), even 
better that those obtained for 𝑞 > 1, when one needs larger values of 𝑚 in order to achieve higher accuracy.

7. Proofs

In this section, we collect the proofs of all our main results. From now on, for the sake of simplicity, when we handle with the 
norm of an operator 𝑇 , we will omit the subscript 𝐶 → 𝐶 in the norm, that is we set ‖𝑇 ‖ = ‖𝑇 ‖𝐶→𝐶 .

Proof of Theorem 3. For any fixed 𝑥 ∈ [−1, 1], let 𝑃𝑚(𝑥, 𝑦) and 𝑄𝑚(𝑥, 𝑦) be the polynomial of best approximation with respect to 
the variable 𝑦 of 𝑘1(𝑥, 𝑦) and 𝑘2(𝑥, 𝑦), respectively, i.e.

𝐸𝑚(𝑘1(𝑥, ⋅)) = ‖𝑘1(𝑥, ⋅) − 𝑃𝑚(𝑥, ⋅)‖∞, 𝐸𝑚(𝑘2(𝑥, ⋅)) = ‖𝑘2(𝑥, ⋅) −𝑄𝑚(𝑥, ⋅)‖∞,

and introduce the operator ̃𝑚 defined as follows

(̃𝑚𝑓 )(𝑦) =

1

∫
−1

𝑃𝑚(𝑥, 𝑦)𝑓 (𝑥)𝑑𝑥+

1

∫
−1

𝑄𝑚(𝑥, 𝑦)ℎ(𝑥,𝑓 (𝑥))𝑑𝑥.

Denoted by  =𝐾1 +𝐾2𝐻 where 𝐾𝑖, 𝑖 = 1, 2, are given in (10) and 𝐻 is defined in (11), we have

|(𝑓 )(𝑦) − (̃𝑚𝑓 )(𝑦)| ≤ 1 |𝑘1(𝑥, 𝑦) − 𝑃𝑚(𝑥, 𝑦)| |𝑓 (𝑥)|𝑑𝑥+

1 |𝑘2(𝑥, 𝑦) −𝑄𝑚(𝑥, 𝑦)| |ℎ(𝑥,𝑓 (𝑥))|𝑑𝑥

15

∫
−1

∫
−1
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≤ sup|𝑥|≤1 |𝑘1(𝑥, 𝑦) − 𝑃𝑚(𝑥, 𝑦)| 1

∫
−1

|𝑓 (𝑥)|𝑑𝑥+ sup|𝑥|≤1 |𝑘2(𝑥, 𝑦) −𝑄𝑚(𝑥, 𝑦)| 1

∫
−1

|ℎ(𝑥,𝑓 (𝑥))|𝑑𝑥.
Then, since ̃𝑚𝑓 is a polynomial of degree at most 𝑚, for any 𝑓 ∈ 𝐶 , it follows

𝐸𝑚(𝑓 ) ≤ 2‖𝑓‖∞ sup|𝑥|≤1𝐸𝑚(𝑘1(𝑥, ⋅)) + sup|𝑥|≤1𝐸𝑚(𝑘2(𝑥, ⋅))

1

∫
−1

|ℎ(𝑥,𝑓 (𝑥))|𝑑𝑥.
Therefore, by the assumptions (16) on the kernels 𝑘𝑖, 𝑖 = 1, 2, and on the function ℎ, and by applying (7), we deduce that 𝑓 ∈𝑊 𝑟. 
Hence, if 𝑔 ∈𝑊 𝑟, the solution of equation (12) 𝑓 =𝑓 + 𝑔 ∈𝑊 𝑟. □

Proof of Theorem 4. For simplicity set

𝑓 =𝐾1𝑓 +𝐾2𝐻𝑓 + 𝑔,

with 𝐾1 and 𝐾2 defined as in (10), and with 𝑘2(𝑥, 𝑦) = 𝜓(𝑥)𝑘∗(|𝑥 − 𝑦|), while 𝐻 is defined in (11). Then the solvability of equation 
(17) is equivalent to the existence of a fixed point of the operator  in 𝐶 .

Then, for 𝑓1, 𝑓2 ∈ 𝐶 , we get

‖𝑓1 − 𝑓2‖∞ ≤ max
𝑦∈[−1,1]

⎡⎢⎢⎣
1

∫
−1

|𝑘1(𝑥, 𝑦)||𝑓1(𝑥) − 𝑓2(𝑥)| 𝑑𝑥+

1

∫
−1

|𝜓(𝑥)𝑘∗(|𝑥− 𝑦|)||ℎ(𝑥,𝑓1(𝑥)) − ℎ(𝑥,𝑓2(𝑥))| 𝑑𝑥⎤⎥⎥⎦
≤ ‖𝑓1 − 𝑓2‖∞ max

𝑦∈[−1,1]

⎛⎜⎜⎝
1

∫
−1

|𝑘1(𝑥, 𝑦)| 𝑑𝑥+ max
𝑥∈[−1,1]

‖ℎ𝑣(𝑥, ⋅)‖∞ 1

∫
−1

|𝜓(𝑥)| |𝑘∗(|𝑥− 𝑦|)| 𝑑𝑥⎞⎟⎟⎠
Therefore, under the assumption [H4], we deduce that  is a contraction mapping on 𝐶 and consequently it has a unique fixed 
point. □

Proof of Theorem 5. We want to estimate 𝐸𝑚(𝑓 ) in order to apply (8) and deduce the class of the function 𝑓 .

First of all we underline that

𝐸𝑚(𝑓 ) ≤𝐸𝑚(𝐾1𝑓 ) +𝐸𝑚(𝐾𝜇𝐻𝑓 ).

About 𝐸𝑚(𝐾1𝑓 ), proceeding, for instance, as done in the proof of Theorem 3 we have

𝐸𝑚(𝐾1𝑓 ) ≤  sup|𝑥|≤1𝐸𝑚(𝑘1(𝑥, ⋅)),  ≠ (𝑚)
and hence, under the assumptions (20), we get

𝐸𝑚(𝐾1𝑓 ) ≤ 
𝑚𝜆

,  ≠ (𝑚).
Therefore from (8) we deduce 𝐾1𝑓 ∈𝑍𝜆.

Consider now 𝐸𝑚(𝐾𝜇𝐻𝑓 ). Using inequality (5), we deduce

𝐸𝑚(𝐾𝜇𝐻𝑓 ) ≤ 
1
𝑚

∫
0

Ω𝑘
𝜑
(𝐾𝜇𝐻𝑓, 𝑡)

𝑡
𝑑𝑡,  ≠ (𝑚,𝑓 ), 𝑘 ≥ 1. (55)

Thus, we have to estimate the main part of the modulus of continuity of 𝐾𝜇𝐻𝑓 . We can proceed following step by step the proof of 
Lemma 4.1 in [45]. Therefore, since we are assuming that [H1] holds true and 𝜓 ∈ 𝐶 , we get

Ω𝑘
𝜑(𝐾

𝜇𝐻𝑓, 𝑡) ≤ ‖ℎ(⋅, 𝑓 )‖∞‖𝜓‖∞ {
𝑡1+𝜇, 𝜇 ≠ 0, 𝑘 > 1 + 𝜇,

𝑡 log 𝑡−1, 𝜇 = 0, 𝑘 ≥ 1,

and, consequently, by (55) we have

𝐸𝑚(𝐾𝜇𝐻𝑓 ) ≤ 
⎧⎪⎨⎪⎩

1
𝑚1+𝜇 , 𝜇 ≠ 0, 𝑘 > 1 + 𝜇,

log𝑚
𝑚

, 𝜇 = 0, 𝑘 ≥ 1.

From these estimates and (8) we get that 𝐾𝜇𝐻𝑓 ∈𝑍𝑟, where 𝑟 = 1 + 𝜇 when 𝜇 ≠ 0, while 𝑟 = 1 − 𝜖, with 𝜖 sufficiently small, when 
16

𝜇 = 0, and the theorem follows. □
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Proof of Theorem 6. First, note that the well-known Gauss-Legendre formula (21) is convergent. Therefore, the sequences {𝐾𝑖
𝑚}𝑚

𝑖 = 1, 2 given in (23) are collectively compact and pointwise convergent to the integral operators 𝐾𝑖 𝑖 = 1, 2 defined in (10); see for 
instance [46, Theorem 12.8]. Consequently, the assertion follows taking into account that the operator 𝑚 is the sum of the operator 
𝐾1

𝑚 and the composition of 𝐾2
𝑚 with the operator 𝐻 in (11) (see, for instance, [31, p.74]). □

Proof of Theorem 7. The existence of a fixed point 𝑓𝑚 ∈𝐵(𝑓 ∗, 𝜖) for the operator 𝑚, for 𝑚 sufficiently large, say 𝑚 ≥ 𝑚0, follows by 
[23, Theorem 3]. In fact, the first four hypotheses of Theorem 3 in [23] are guaranteed by Theorem 6 and the use of our assumptions. 
In addition, the fixed point 𝑓∗ has nonzero index and is isolated, i.e. 𝑓∗ ∈ 𝐵(𝑓 ∗, 𝜖0) with 0 < 𝜖0 ≤ 𝛿. This can be deduced by [31, 
Theorem 21.6, p.108] or [47, p.136], taking into account that 𝑔 verifies [𝐆𝟏], ℎ satisfies [𝐇𝟏] and [𝐇𝟐], and 1 is not an eigenvalue 
of ′𝑓 ∗.

Let us now prove the uniqueness by showing that

‖𝑓 − 𝑚(𝑓 )‖∞ > 0, ∀𝑓 ∈ 𝐵(𝑓 ∗, 𝜖), (56)

i.e. 𝑓 cannot be a solution of (25).

First, let us note that for sufficiently large 𝑚, the operators (𝐼 −′𝑚𝑓 )−1, 𝑓 ∈ 𝐵(𝑓 ∗, 𝜖), 0 < 𝜖 ≤ 𝜖0, exist and are uniformly bounded 
w.r.t. 𝑚, i.e. there exists a constant  ≠ (𝑚) such that

‖(𝐼 − ′
𝑚
𝑓 )−1‖ < 2, 𝑓 ∈𝐵(𝑓 ∗, 𝜖), 𝑚 ≥𝑚0, (57)

where, for 𝜙 ∈ 𝐶 ,

[(′𝑚𝑓 )𝜙](𝑦) =
𝑚∑

𝑘=1
𝜆𝑘𝑘1(𝑥𝑘, 𝑦)𝜙(𝑥𝑘) +

𝑚∑
𝑘=1

𝜆𝑘𝑘2(𝑥𝑘, 𝑦)ℎ𝑣(𝑥𝑘,𝑓 (𝑥𝑘))𝜙(𝑥𝑘), 𝑦 ∈ [−1,1].

This can be obtained by proceeding as in the proof of [23, Theorem 4] by virtue of [H1] [H2] and [H3].

Now, for 𝑓 ∈𝐵(𝑓 ∗, 𝜖) we have

𝑓 − 𝑚(𝑓 ) = [𝐼 − ′𝑚𝑓𝑚](𝑓 − 𝑓𝑚) − [𝑚(𝑓 ) − 𝑚(𝑓𝑚) − ′𝑚𝑓𝑚(𝑓 − 𝑓𝑚)],

and then, using the reverse triangle inequality,

‖𝑓 − 𝑚(𝑓 )‖∞ ≥ ‖𝐼 − ′𝑚𝑓𝑚‖‖𝑓 − 𝑓𝑚‖∞ − ‖𝑚(𝑓 ) − 𝑚(𝑓𝑚) − ′𝑚𝑓𝑚(𝑓 − 𝑓𝑚)‖∞. (58)

Therefore, by (57), since 𝑓𝑚 ∈ 𝐵(𝑓 ∗, 𝜖) we have

‖𝐼 − ′𝑚𝑓𝑚‖ ≥ 1
2 . (59)

In addition, from [H3] we can deduce that 𝑚 admits the second Frechet derivative given by

[(′′𝑚𝑓 )(𝜙1, 𝜙2)](𝑦) =
𝑚∑

𝑘=1
𝜆𝑘𝑘2(𝑥𝑘, 𝑦)ℎ𝑣𝑣(𝑥𝑘,𝑓 (𝑥𝑘))𝜙1(𝑥𝑘)𝜙2(𝑥𝑘), 𝜙1, 𝜙2 ∈ 𝐶,

and we have

max{‖′′𝑓‖,‖′′𝑚𝑓‖} ≤ 1, 1 = 1(𝑓 ∗, 𝛿), 1 ≠ 1(𝑚), 𝑓 ∈𝐵(𝑓 ∗, 𝛿),

with ‖ ⋅ ‖ denoting the norm of a bilinear form from 𝐶 ×𝐶 → 𝐶 , and ′′𝑓 given in (15).

Standard arguments [48, Chapter 17, p. 500] lead to

−‖𝑚(𝑓 ) − 𝑚(𝑓𝑚) − ′𝑚𝑓𝑚(𝑓 − 𝑓𝑚)‖∞ ≥ −
1
2

‖𝑓 − 𝑓𝑚‖2∞ ≥ −𝜖 1‖𝑓 − 𝑓𝑚‖∞.

Therefore, by applying (59) and the above inequality in (58), by fixing 𝜖 < (21)−1, we have

‖𝑓 − 𝑚(𝑓 )‖∞ ≥ [ 1
2 − 𝜖1

]‖𝑓 − 𝑓𝑚‖∞, 𝑚 > 𝑚0, 𝑓 ∈𝐵(𝑓 ∗, 𝜖),

namely (56). □

Proof of Theorem 8. First let us prove that

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤  ‖(− 𝑚)𝑓 ∗‖∞, (60)

where  ≠ (𝑚). To this end, let us proceed as in the proof of Theorem 4 in [23]. Then, by (13) and (25) we write

𝑓 ∗ − 𝑓𝑚 = 𝑓 ∗ − 𝑚𝑓𝑚.
17

Therefore,
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(𝐼 − ′𝑚𝑓 ∗)(𝑓 ∗ − 𝑓𝑚) = (− 𝑚)𝑓 ∗ − [𝑚(𝑓𝑚 − 𝑓 ∗) − ′𝑚𝑓 ∗(𝑓𝑚 − 𝑓 ∗)],

or equivalently

𝑓 ∗ − 𝑓𝑚 = (𝐼 − ′𝑚𝑓 ∗)−1{(− 𝑚)𝑓 ∗ − [𝑚(𝑓𝑚 − 𝑓 ∗) − ′𝑚𝑓 ∗(𝑓𝑚 − 𝑓 ∗)]},

from which it follows

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤ ‖(𝐼 − ′𝑚𝑓 ∗)−1‖{‖(− 𝑚)𝑓 ∗‖∞ + ‖𝑚(𝑓𝑚 − 𝑓 ∗) − ′𝑚𝑓 ∗(𝑓𝑚 − 𝑓 ∗)‖∞}.

By applying

‖(𝐼 − ′
𝑚
𝑓 ∗)−1‖ < , 𝑚 ≥𝑚0

and [48, Chapter 17, p. 500]

‖𝑚(𝑓𝑚 − 𝑓 ∗) − ′𝑚𝑓 ∗(𝑓𝑚 − 𝑓 ∗)‖∞ ≤ 1
2

‖𝑓 ∗ − 𝑓𝑚‖2∞,

we have

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤ 
1 − 1

2 ‖𝑓 ∗ − 𝑓𝑚‖∞ ‖(− 𝑚)𝑓 ∗‖∞.

Taking 𝜖 < (21)−1, since 𝑓𝑚 ∈𝐵(𝑓 ∗, 𝜖), we get

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤ 
1 − 1

2 𝜖
‖(− 𝑚)𝑓 ∗‖∞ (61)

from which we deduce (60) being the denominator less than 1∕2.

Now, by using the definition of  and 𝑚, we have

(− 𝑚)𝑓 ∗ = (𝐾1 −𝐾1
𝑚)𝑓

∗ + (𝐾2 −𝐾2
𝑚)𝐻𝑓 ∗.

By (61) and by applying (22), we deduce

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤  [‖(𝐾1 −𝐾1
𝑚)𝑓

∗‖∞ + ‖(𝐾2 −𝐾2
𝑚)𝐻𝑓 ∗‖∞]

= 
[
sup|𝑦|≤1 |𝑒𝑚(𝑘1(⋅, 𝑦)𝑓 ∗)|+ sup|𝑦|≤1 |𝑒𝑚(𝑘2(⋅, 𝑦)ℎ(⋅, 𝑓 ∗))|]

≤ 
[
sup|𝑦|≤1𝐸2𝑚−1(𝑘1(⋅, 𝑦)𝑓 ∗) + sup|𝑦|≤1𝐸2𝑚−1(𝑘2(⋅, 𝑦)ℎ(⋅, 𝑓 ∗))

]
.

Therefore, by exploiting the following estimate

𝐸2𝑚(𝑓1𝑓2) ≤ ‖𝑓1‖∞𝐸𝑚(𝑓2) + 2‖𝑓2‖∞𝐸𝑚(𝑓1), ∀𝑓1, 𝑓2 ∈ 𝐶,

we have

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤ 
[‖𝑓 ∗‖∞ sup|𝑦|≤1𝐸𝑚−1(𝑘1(⋅, 𝑦)) + 2 sup|𝑦|≤1‖𝑘1(⋅, 𝑦)‖∞𝐸𝑚−1(𝑓 ∗)

+‖ℎ(⋅, 𝑓 ∗)‖∞ sup|𝑦|≤1𝐸𝑚−1(𝑘2(⋅, 𝑦)) + 2 sup|𝑦|≤1‖𝑘2(⋅, 𝑦)‖∞𝐸𝑚−1(ℎ(⋅, 𝑓 ∗))

]
.

Now, by the assumptions (28) on the kernels 𝑘𝑖 and taking (6) into account, we get

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤  sup|𝑦|≤1‖𝑘1(⋅, 𝑦)‖𝑊 𝑟

[‖𝑓 ∗‖∞
𝑚𝑟

+ 2𝐸𝑚−1(𝑓 ∗)
]

+ sup|𝑦|≤1‖𝑘2(⋅, 𝑦)‖𝑊 𝑟

[ 1
𝑚𝑟

‖ℎ(⋅, 𝑓 ∗)‖∞ + 2𝐸𝑚−1(ℎ(⋅, 𝑓 ∗))
]
.

Moreover, note that by the hypothesis (29) on 𝑔 and by virtue of Theorem 3, we can deduce that 𝑓 ∗ ∈𝑊 𝑟. Therefore, we can apply 
Theorem 1. Then, we obtain

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤ 
𝑚𝑟

(
sup|𝑦|≤1‖𝑘1(⋅, 𝑦)‖𝑊 𝑟‖𝑓 ∗‖𝑊 𝑟 + sup|𝑦|≤1‖𝑘2(⋅, 𝑦)‖𝑊 𝑟

[‖ℎ(⋅, 𝑓 ∗)‖∞ + 2𝑟𝐵𝑟‖ℎ‖𝐖𝑟()‖𝑓 ∗‖𝑠
𝑊 𝑟

])
,

18

from which the assertion. □
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Proof of Theorem 10. The proof can be led following step by step the proof of Theorem 8, just by substituting operator 𝐾2 and 𝐾2
𝑚

with 𝐾𝜇 defined in (19) and 𝐾∗
𝑚

defined in (36), respectively, and arriving to the following inequality, also using (35),

‖𝑓 ∗ − 𝑓𝑚‖∞ ≤  [‖(𝐾1 −𝐾1
𝑚)𝑓

∗‖∞ + ‖(𝐾𝜇 −𝐾∗
𝑚)𝑓

∗‖∞]
= 

[
sup|𝑦|≤1 |𝑒𝑚(𝑘1(⋅, 𝑦)𝑓 ∗)|+ sup|𝑦|≤1 |𝑟𝑚(ℎ(⋅, 𝑓 ∗), 𝑦)|]

≤ 
[
sup|𝑦|≤1𝐸2𝑚−1(𝑘1(⋅, 𝑦)𝑓 ∗) + sup|𝑦|≤1𝐸𝑚−1(ℎ(⋅, 𝑓 ∗))

]
(62)

where  ≠ 𝐶(𝑚, 𝑓 ).
For the first term in the brackets, under the assumptions (39), using (5), and the same arguments in the proof of Theorem 8, we 

get

sup|𝑦|≤1𝐸2𝑚−1(𝑘1(⋅, 𝑦)𝑓 ∗) ≤  ‖𝑓 ∗‖𝑍𝑠

𝑚𝑠
. (63)

Concerning the second term, by (5) we have

𝐸𝑚−1(ℎ(⋅, 𝑓 ∗)) ≤ 
1
𝑚

∫
0

Ω𝑘
𝜑(ℎ(⋅, 𝑓

∗), 𝑡)
𝑡

𝑑𝑡, (64)

and then, it is crucial to estimate the modulus of smoothness Ω𝑘
𝜑(ℎ(⋅, 𝑓

∗), 𝑡). Under the assumptions we made, we can consider 𝑘 = 1. 
By the definition (4), we have

|Δ𝜏𝜑ℎ(𝑥,𝑓 ∗(𝑥))| = |||||ℎ
(
𝑥+ 𝜏

𝜑(𝑥)
2

, 𝑓 ∗
(
𝑥+ 𝜏

𝜑(𝑥)
2

))
− ℎ

(
𝑥− 𝜏

𝜑(𝑥)
2

, 𝑓 ∗
(
𝑥− 𝜏

𝜑(𝑥)
2

))|||||
≤ |||||ℎ

(
𝑥+ 𝜏

𝜑(𝑥)
2

, 𝑓 ∗
(
𝑥+ 𝜏

𝜑(𝑥)
2

))
− ℎ

(
𝑥− 𝜏

𝜑(𝑥)
2

, 𝑓 ∗
(
𝑥+ 𝜏

𝜑(𝑥)
2

))|||||
+

|||||ℎ
(
𝑥− 𝜏

𝜑(𝑥)
2

, 𝑓 ∗
(
𝑥+ 𝜏

𝜑(𝑥)
2

))
− ℎ

(
𝑥− 𝜏

𝜑(𝑥)
2

, 𝑓 ∗
(
𝑥− 𝜏

𝜑(𝑥)
2

))|||||
= 𝑇1(𝑥) + 𝑇2(𝑥). (65)

By using the derivability of ℎ with respect to the first variable, we get

𝑇1(𝑥) ≤ 𝜏
||||𝜕ℎ𝜕𝑥 (

𝜉1, 𝑓
∗
(
𝑥+ 𝜏

2
𝜑(𝑥)

))|||| , 𝜉1 ∈
[
𝑥− 𝜏

2
𝜑(𝑥), 𝑥+ 𝜏

2
𝜑(𝑥)

]
(66)

and similarly, by the derivability of ℎ with respect to the second variable, being 𝑓∗ continuous, we write

𝑇2(𝑥) ≤ |||| 𝜕ℎ𝜕𝑦 (
𝑥− 𝜏

2
𝜑(𝑥), 𝑓 ∗(𝜉2)

)|||| |||Δ𝜏𝜑𝑓
∗(𝑥)||| , 𝜉2 ∈ [

𝑥− 𝜏

2
𝜑(𝑥), 𝑥+ 𝜏

2
𝜑(𝑥)

]
. (67)

Hence, by combining (66) and (67) in (65) and considering that we are assuming ℎ ∈𝑊 1, we have

|Δ𝜏𝜑ℎ(𝑥,𝑓 ∗(𝑥))| ≤ ‖ℎ‖𝑊 1

[
𝜏 + |||Δ𝜏𝜑𝑓

∗(𝑥)|||] ,
from which we can conclude that

Ω𝜑(ℎ(⋅, 𝑓 ∗), 𝑡) ≤ ‖ℎ‖𝑊 1
[
𝑡+Ω𝜑(𝑓 ∗, 𝑡)

]
.

Therefore, since by Theorem 5, it is 𝑓 ∗ ∈𝑍𝑠, by (64) we get

𝐸𝑚−1(ℎ(⋅, 𝑓 ∗)) ≤ ‖ℎ‖𝑊 1

[ 1
𝑚

+ 1
𝑚𝑠

] ≤ 
𝑚𝑠

‖ℎ‖𝑊 1 .

The assertion follows by combining the above result and (63) into (62). □
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