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1. INTRODUCTION

The Unified Modeling Language (UML) [OMG 2010] is the de facto standard for object-
oriented software analysis and design modeling [Erickson and Siau 2007; Grossman
et al. 2005]. However, there is still significant resistance to model-based development
in many software organizations, because UML is perceived to be difficult to learn and
use for novice developers [Agarwal and Sinha 2003], expensive, and not necessarily
cost-effective [Arisholm et al. 2006]. This is even worse for organizations that use lean
processes to develop software [Cohen et al. 2004]. It is thus important, if not crucial,
to investigate whether the use of UML can make a practical difference and justify the
implied costs. It is also important to study in which context and under which conditions
UML makes or does not make a practical difference.
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Although there are a number of empirical studies on UML [Budgen et al. 2011], few
evaluations of the benefits derived from its use in the entire software development
life cycle have been reported [Anda et al. 2006]. This lack is even more evident in the
software maintenance phase with respect to the benefits of UML models in source-code
comprehension and modification. The results of the survey presented by Scanniello
et al. [2010] showed that the core business of the interviewed companies mainly is
concerned with the development and maintenance of software systems modeled using
UML and implemented using object-oriented programming languages. With regard to
the maintenance phase, very often the software maintainers have at their disposal only
the models produced in the requirements analysis process. The survey presented by
Dobing and Parsons [2006] showed that many of the respondents (e.g., members of the
OMG organization) found the models produced in the requirements elicitation phase
useful for performing maintenance operations. In particular, 68% and 61% of the re-
spondents rated, respectively, use case narratives and use case diagrams as useful for
software maintenance. Weidenhaupt et al. [1998] claimed that in industry, use cases
are not only useful in the requirements engineering phase, but in the whole system
development process, including software maintenance. The results were obtained from
application scenarios in 15 industrial projects. In an early paper [Lubars et al. 1993],
the results of a series of structured interviews with the practitioners are presented.
This study aimed to find out how software organizations deal with the definition, inter-
pretation, analysis, and use of requirements for their software systems and products.
These practitioners were employees of 10 software organizations who worked on 23
projects from different domains. One of the most interesting results is that models
produced in the requirements engineering process are used in software reuse and in-
tegration. Based on these findings, we have therefore performed a series of empirical
investigations (i.e., a family of controlled experiments) with the goal of verifying the
following research question.

Do the software models produced in the requirements analysis process aid in the
comprehensibility and modifiability of source code?

To obtain an initial insight into the usefulness of these models, some of the authors
of this article carried out an experiment as a pilot study (with 16 third-year bach-
elor students from the University of Basilicata in Italy) [Gravino et al. 2010]. They
considered the method proposed by Bruegge and Dutoit [2003], in which functional
requirements are represented by functional models, object (or conceptual) models, and
dynamic models. Use case diagrams and use cases were employed to represent func-
tional requirements. Class diagrams were used to abstract the objects from the problem
domain (i.e., the object or conceptual model), while sequence diagrams were employed
to model the dynamic and/or functional behavior of both the users and the system. For
brevity, in the remainder of this article, we shall use the term UML analysis models
(or analysis models) to indicate these models.

The results of the pilot study revealed that the comprehension of source code slightly
improves when it is added with UML analysis models (about 1%). In order to increase
external validity, we carried out a family of experiments to investigate whether this
result also holds in different contexts. The family does not include the pilot study
[Gravino et al. 2010] and consists of one experiment (conducted in Italy at the Univer-
sity of Basilicata with students) and three external replications (performed in Spain at
the University of Castilla La Mancha with students and practitioners). In order to take
into account the differences between experiments and to obtain the overall effect of the
analysis models, we have integrated the results of the experiments by performing a
meta-analysis.
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Table I. Participants in the Family of Experiments Grouped by Experiment

Experiment Context Description Number Type

E-UBAS University of Basilicata Original experiment 24 1st year MSc Students
R1-UCLM University of Castilla La Mancha Replication of E-UBAS 22 2nd year MSc Students
R2-UCLM University of Castilla La Mancha Replication of E-UBAS 22 1st year MSc Students
R3-UCLM Practitioners in Spain Replication of E-UBAS 18 -

This article is organized as follows. In Section 2, we present the family of the experi-
ments, while the results obtained are presented in Section 3 and discussed in Section 4.
Threats to validity and related works are highlighted in Section 5 and Section 6, re-
spectively. The article concludes with our final remarks and future work.

2. THE FAMILY OF EXPERIMENTS

Families of experiments allow researchers to answer questions that are beyond the
scope of individual experiments and to generalize findings across studies, thus provid-
ing evidence with which to confirm or reject specific hypotheses [Basili et al. 1999].
In addition, families of experiments can contribute to the conception of important and
relevant hypotheses that may not be suggested by individual experiments.

To show that a given finding is robust, external replications1 can be conducted to get
additional confidence that the original results were not affected by experimenter bias.
The choice and the number of factors to be varied is relevant, because a larger number
of variations could make it less likely that observed results are traced to the factor of
interest [Shull et al. 2008]. Variations in the experience of the participants and in the
environmental factors in replications could contribute some confidence that the effect
is not limited to one particular setting.

We carried out a family of experiments consisting of an experiment and three external
replications. Table I summarizes the experiments of our family. The original experiment
(denoted E-UBAS) was carried out at the University of Basilicata in 2010 with 24
first-year students from the Master’s Program in Computer Science. This experiment
was replicated three times at the University of Castilla La Mancha in Spain in the
same year by varying the experience of the participants. These latter experiments
were denominated as R1-UCLM, R2-UCLM, and R3-UCLM. The participants in R1-
UCLM were 22 second-year students from the Master’s Program in Computer Science.
R2-UCLM was performed with 22 first-year students from the Master’s Program in
Computer Science. R3-UCLM was conducted with a group of 18 practitioners. All the
professionals had at least a bachelor degree in Computer Science.

Features that made the experiments in the family distinct from the pilot study
were the experimental design and the dependent variables used. We also renewed and
improved the material and experimental objects. The experimental material used in
the pilot and in E-UBAS was in Italian. The replications were performed after a native
Spanish speaker had translated all the material (e.g., documentation and identifiers
of the source code) from Italian into Spanish. All of the participants in our family
of experiments had more experience than the people who took part in the pilot study
presented by Gravino et al. [2010]. The data of the pilot study are not analyzed together
with those of the family of experiments presented here.

The experiments were carried out by following the recommendations provided by
Juristo and Moreno [2001], Kitchenham et al. [2002], and Wohlin et al. [2000]. The
experiments were reported according to the guidelines suggested by Jedlitschka et al.

1These experiments can also be considered differentiated replications of the original experiment. In fact, they
introduce a variation in the essential aspects of the experimental conditions, that is, the kind of participants
involved.
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[2008]. For replication purposes, we made an experimental package available on the
Web at http://www2.unibas.it/gscanniello/ExpAMvsSC/. This package also includes the
raw data of the experiments and additional analyses.

In the following sections, we describe the experimental process followed to carry out
the family of experiments.

2.1. Goal

The goal of our family of experiments can be formalized as follows, according to the
GQM (Goal Question Metrics) template by Basili and Rombach [1988].

Analyze the use of UML analysis models
for the purpose of understanding their utility
with respect to the comprehensibility and modifiability of source code
from the point of view of the maintainer
in the context of students in Computer Science and practitioners.

The GQM formalism ensures that important aspects are defined before the planning
and the execution took place [Wohlin et al. 2000].

2.2. Context Selection

We used two systems in the family of experiments.

—S1. A software system to sell and manage CDs/DVDs in a music shop
—S2. A software system to book and buy theater tickets

Both systems were desktop applications based on the Model-View-Controller (MVC)
architectural model. The documentation of these two systems was created within a
course on Advanced Object Oriented Programming (AOOP) by its lecturer, who was
not involved in the study presented here. The documentation (i.e., requirements analy-
sis document, system design document, and object design document) was developed by
adopting an incremental development process similar to the one suggested by Bruegge
and Dutoit [2003]. One of the authors reviewed the documentation of the two systems
to find possible issues. No remarkable modifications were needed to improve the docu-
mentation (e.g., typographical errors from the models were removed) and source code
(e.g., the source code was indented).

The documentation of S1 and S2 was used by groups of 4 or 5 students to imple-
ment these software systems in Java as a laboratory activity of the AOOP course. In
the software industry, the software engineers who design a system may be different
from those that develop it. The documentation of S1 and S2 can be considered realistic
enough for small-sized development projects of the following kind: in-house software
(i.e., the system is developed inside the software company for its own use) or subcon-
tracting (i.e., a subcontractor develops or delivers part of a system to a main contractor)
[Lauesen 2002]. The students that developed these systems did not participate in the
experiments. In these experiments, we used the source code that the lecturer of the
AOOP course selected from among the software systems developed in the 2004–2005
and 2005–2006 academic years. We did not have any control on the selection process
of these systems. However, we asked the lecturer to choose the implementation he
considered the best for S1 and for S2, respectively. He opted for the implementations
of the students who achieved the best grade in the AOOP course. For each experiment
in the family, these design choices reduced both internal and external validity threats.

We selected two experimental objects within S1 and S2 keeping in mind a trade-
off between complexity and relevance of the functionality chosen. For S1, we selected
the feature search for a singer: the user inserts a string (e.g., the surname of the
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singer), then the system searches for all the singers that satisfy the search criterion
and shows them in a list with the associated information. For S2, we considered buy
a theater ticket: the system shows the list of the available tickets for a given theater
and performance, and then the user chooses the ticket and inserts data about the
spectator. A functionality is represented with the successful use case. For both S1 and
S2, exceptional and/or boundary conditions (e.g., if there is no singer that satisfies the
search criteria specified by the user) were taken into account.

We selected analysis models and the associated source code so that a comprehension
and modification task on them needed about one hour. The use of incomplete documen-
tation and of a subset of the entire software system on which a maintenance operation
impacts is quite common in the software industry. The documentation could be incom-
plete for several reasons. Examples are when only part of the documentation exists
(e.g., in lean development processes), is up to date, or is useful to perform a mainte-
nance operation (since it impacts only a few subsystems) [Bruegge and Dutoit 2003;
McDermid 1991]. This is also the case when traceability management is exploited in a
software development project [Asuncion et al. 2007; Lindvall and Sandahl 1996]. The
experimental objects were selected to be similar to each other.

Analysis models accompanied chunks of source code implementing the specific func-
tionality of S1 and S2 consisting of 463 and 378 LOCs (lines of code), respectively.
The experimental object selected in S1 constituted 6 classes, while the other 5. We
removed the comments within the source code of the two chunks of S1 and S2 to avoid
biasing the results. The analysis models for S1 contained a use case diagram, two use
cases described according to the template suggested by Bruegge and Dutoit [2003], a
conceptual model (detailed information on each of the four selected classes was pro-
vided through a table that also included a short summary on the meaning and the
role of the class), and two sequence diagrams (one was for the main success scenario,
while the other was for a boundary condition). Similarly to S1, we gave for S2 a doc-
ument with a use case diagram, two use cases, a conceptual model, and two sequence
diagrams.

We conducted all the experiments in research laboratories under controlled condi-
tions. For each experiment, the participants had the following characteristics.

—E-UBAS. The participants were students of a Software Engineering II course. During
the bachelor program in Computer Science at the same university, the participants
had passed all the exams related to the following courses: Software Engineering I,
Object-Oriented Programming I and II, and Data Bases.

—R1-UCLM. The participants were students of a Software Engineering II course. The
vast majority of the students had passed all the exams related to the following
courses: Software Engineering I, Object-Oriented Programming I and II, and Data
Bases.

—R2-UCLM. This replication was carried out as part of a Software Engineering II
course. Most of the participants had passed the exams related to the Software En-
gineering I and Object-Oriented Programming I courses. The students of R1-UCLM
and R2-UCLM were enrolled in different curricula. The modeling experience of these
participants was less than those of R1-UCLM.

—R3-UCLM. This replication was performed with practitioners contracted in research
projects in the Alarcos Research Group at the University of Castilla-La Mancha.
Half of them had started working approximately a month before the replication took
place, while the rest had between 5 and 8 months work of experience. The modeling
experience of these participants was higher than that of participants in the other
experiments. We asked the practitioners to participate in the experiment as part of
their work hours to encourage them to participate.
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The students participated in the experiments on a voluntary basis and were not paid.

2.3. Variable Selection

We considered students who were given source code without comments and without
UML analysis models as comprising the control group, while the treatment group
comprised students who were given source code (without comment) with UML analysis
models. Thus, method is the independent variable (the main factor from here on). It
is a nominal variable that can assume the following two values: AM (analysis models
plus source code) and SC (source code alone).

The selected dependent variables are as follows.

—Comp Level. This denotes the comprehension level of the source code achieved by a
software engineer.

—Modi Level. This denotes the capability of a maintainer to modify source code.

We used two questionnaires to obtain a quantitative evaluation of Comp Level and
Modi Level, respectively. The questionnaires were composed of questions, each of which
demanded an open answer. A sample question (here translated into English from
Italian) of the comprehension task on S2 is. In case the user selects a ticket for an
already booked chair, what method is invoked and what message is shown to the user?
On the other hand, a sample question of the modification task on S2 is. Which methods
have to be modified to add an entry “Help” to the Start Menu and to change the theater
name? The complete list of questions of the comprehension and modification tasks for
S1 and S2 are reported in the Appendix.

We used an information-retrieval-based approach [Baeza-Yates and Ribeiro-Neto
1999] to quantitively assess the answers obtained. Each answer is provided as string
items (e.g., a sequence of method/class names and/or the text messages shown to a user),
which are compared in turn with the expected items. Minor spelling issues in the string
items are not considered as mistakes (e.g., actionPer f ormed() vs. actionPer f orm()). The
correctness of the obtained answers was measured with the precision measure, while
the completeness was measured with the recall measure. These measures are defined
as follows.

recalls,i = |answerss,i ∩ correcti|
|correcti| , (1)

precisions,i = |answerss,i ∩ correcti|
|answerss,i| , (2)

where answerss,i is the list of string items provided as the answer to question i by
participant s, and correcti is the correct list of string items expected for question i.
In order to obtain a balance between correctness and completeness of an answer, we
computed the harmonic mean of precision and recall (i.e., F-Measure).

To obtain a single measure representing the quality of the responses to all the
questions of a questionnaire, we computed the overall average of the F-measure values.
Both Comp Level and Modi Level are ratio scale measures.

We also analyzed the effect of the other independent variables (also called co-factors,
from here on).

—System. This factor indicates the system (i.e., S1 or S2) used as the experimental
object. The effect of the system factor should not be confounded with that of the main
factor. Therefore, we selected well-known domains and experimental objects with a
similar size and complexity.
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Table II. Experiment Design

Run Group 1 Group 2 Group 3 Group 4

First S1, AM S1, SC S2, AM S2, SC
Second S2, SC S2, AM S1, SC S1, AM

—Run. The participants were asked to accomplish two tasks in two subsequent labo-
ratory runs (or trials). We analyzed whether passing from the first laboratory run to
the next might affect the results.

—Ability. Students from the University of Basilicata with average marks2 below 24/30
were classified as low-ability participants; otherwise, students were classified as
high. In the replications conducted with students and professionals in Spain, the
threshold was 9/10 of the exams passed. Participants with average marks below 9/10
were therefore classified as low; otherwise, high. For the professional, average mark
was determined from the passed exams in their academic career. We used different
threshold values in the experiments conducted in Italy and Spain because different
grading systems are used in these countries. Our approach is similar to that proposed
by Ricca et al. [2010] and by Abrahão et al. [2012].

2.4. Hypotheses Formulation

The following two null hypotheses have been formulated and tested.

Hn0. The Method (AM or SC) used does not significantly affect the participants’ level
of comprehensibility (Comp Level) when performing source-code comprehension tasks.

Hn1. The Method (AM or SC) used does not significantly affect the participants’ level
of modifiability (Mod Level) when performing source-code modification tasks.

The goal of the statistical analysis is to reject these null hypotheses and possibly
to accept alternative ones (i.e., Ha0 = ¬Hn0 and Ha1 = ¬Hn1), which can easily be
derived, because they admit a positive effect of Method. Both hypotheses are two sided
because the results of our pilot study.

2.5. Design of the Experiment

In contrast to the pilot study, in E-UBAS and its replications, we used the within-
participants counterbalanced experimental design (see Table II). This ensures that
each participant worked on different experimental objects (S1 or S2) in two runs, using
each of the methods once. This design was preferred to the original one, since it is
particularly suitable for mitigating possible carry-over effects3 and allows the effect of
co-factors (e.g., system) to be studied. In addition, it represents the best choice when
the number of participants is not so large.

All the experiments are balanced with respect to the number of participants assigned
to AM and SC, and the assignment of participants to each group in Table II has
been performed using ability as the blocking factor. Within E-UBAS, the number of
participants in each group was 6 (3 students were high-ability participants). In this
way, we had 48 observations in E-UBAS for each dependent variable: 24 for AM and
24 for SC. For AM and SC, 12 participants accomplished the task on S1 and 12 on S2.

2In Italy, exam marks are expressed as integers and assume values between 18 and 30. The lowest passing
mark is 18, while the highest is 30. On the other hand, marks assume values between 5 and 10 in Spain.
The lowest mark is 5, while the highest is 10.
3If a participant is tested first under condition A and then under condition B, he/she could potentially exhibit
better or worse performances under condition B. In the first case, we talk of learning effect, while in the
second case, of fatigue effect.
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Table III. Post-Experiment Survey Questionnaire

Id Question Possible Answers

Q1 I had enough time to perform the tasks (1-5)
Q2 The task objectives were perfectly clear to me (1-5)
Q3 The questions to be answered in the tasks were perfectly clear to me (1-5)
Q4 Judge the difficulty of the tasks related to the system related to “search for a singer” (A-E)
Q5 Judge the difficulty of the task related to the system related to buy a “theater ticket” (A-E)
Q6 The analysis models were useful to comprehend the source code (1-5)
Q7 The analysis models were useful to maintain the source code (1-5)
1 = strongly agree; 2 = agree; 3 = neutral; 4 = disagree; 5 = strongly disagree
A = very high; B = high; C = medium; D = low; E = very low

As for R1-UCLM and R2-UCLM, we assigned 6 students to Group 1 and Group 2 each
and 5 students to Group 3 and Group 4 each. The number of high-ability participants
was the same in each group (i.e., 3) in R1-UCLM and R2-UCLM, respectively. Within
R3-UCLM, we assigned 5 practitioners to Group 1 and Group 2 each (3 were high-
ability participants). The other two groups contained 4 practitioners (2 were high-
ability participants). The total number of observations in our family of experiments
for each dependent variable can be easily computed by multiplying the number of
participants by the number of runs (i.e., 86 × 2 = 172).

2.6. Experimental Tasks

We asked the participants to perform the following three tasks.

(1) Comprehension task. The participants were asked to fill in a questionnaire com-
posed of 5 questions.

(2) Modification task. We also asked the participants to fill in a questionnaire to assess
their capability in performing modification operations on source code. This ques-
tionnaire was composed of 4 questions. Note that the participants had to answer
the questionnaire but did not have to carry out the real modifications of source code.

(3) Post-experiment task. At the end of the second run, we asked the participants to fill
in the post-experiment questionnaire shown in Table III. The goal of this question-
naire was to obtain feedback about the participants’ perceptions of the experiment
execution and possibly to explain quantitative results. The answers to questions
Q1, Q2, Q3, Q6, and Q7 were based on a five-point Likert scale [Oppenheim 1992]
from strongly agree (1) to strongly disagree (5). Questions Q4 and Q5 demanded
answers according to a different five-point Likert scale from very high (A) to very
low (E).

2.7. Experiment Operation

The participants first attended an introductory lesson in which the experimenters pre-
sented detailed instructions on the experiment. Details on the experimental hypotheses
were not provided, and the participants were informed that their grade on the course
would not be affected by their performance (i.e., Comp Level and Modi Level). How-
ever, we rewarded the students for their participation with a bonus in their final mark.
To familiarize then with the experimental procedure, the participants accomplished
an exercise similar to that which would appear in the experimental tasks. The sys-
tem used in that exercise was the poker game. The participants were provided with
analysis models accompanied with a chunk of source code implementing the use case:
adding a new game. We did not impose any time limit to accomplish that exercise. The
participants were also informed that the data collected in the experiments were used
for research purposes and treated confidentially.
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After the introductory lesson, we assigned the participants to Group 1, Group 2,
Group 3, and Group 4 (Table II). No interaction was permitted among the participants,
both within each laboratory run and while passing from the first run to the second one.
No time limit for performing each of the two runs was imposed.

To carry out the experiment, the participants first received the material for the
first laboratory run, and when they had finished, the material for the second run
was provided. After the completion of both runs, they were given the post-experiment
questionnaire.

2.8. Analysis Procedure

To perform the data analysis, we carried out the following steps.

(1) We undertook the descriptive statistics of the measures of the dependent variables,
that is, Comp Level and Modi Level.

(2) We planned to test the null hypotheses using unpaired analyses (i.e., each partici-
pant executed the two tasks on two different experimental objects). Then, we opted
for the unpaired t-test in case data are normally distributed. The normality of the
data is tested by the Shapiro-Wilk W test [Shapiro and Wilk 1965] (Shapiro test
from here forward). The non-parametric Wilcoxon rank-sum test (also known as
the Mann Whitney test) [Conover 1998] was the chosen alternative to the unpaired
t-test.

To strengthen the results of each experiment, we decided to integrate them using
a meta-analysis. Meta-analysis is a set of statistical techniques for combining the
different effect sizes of the experiments to obtain a global effect of a factor on a
dependent variable (e.g., Method on Comp Level and Method on Modi Level). For
each dependent variable, we computed the mean value obtained by the participants
when using AM, minus the mean value they obtained with SC. We used these values
to compute the Hedges’ g metric [Hedges and Olkin 1985; Kampenes et al. 2007].
To obtain the overall conclusion, we calculated the Z score based on the mean and
standard deviation of the Hedges’ g statistics of the experiments. Therefore, the
global effect size was obtained by using the Hedges’ g metric, with the weights
proportional to the experiment size:

Z̄ =
∑

i wizi
∑

i wi
, (3)

where wi = 1/(ni − 3) and ni is the sample size of the ith experiment. The higher
the value of Hedges’ g, the higher the corresponding mean difference. An effect size
of 0.5 indicates that the mean value obtained when using analysis models is half
a standard deviation larger than the mean when not using them. As suggested
by Kampenes et al. [2007], the effect size can be classified as small (S) for values
between 0 and 0.37, medium (M) for values between 0.38 and 1.0, and large (L) for
values above 1.00. The results of the meta-analysis are summarized by means of
forest plots [Hedges and Olkin 1985].

(3) We also analyzed the influence of the co-factors. We planned to use a two-way
Analysis of Variance (ANOVA) [Devore and Farnum 1999] if the data are nor-
mally distributed and if their variance is constant. We decided to use the tests of
Shapiro and Wilk [1965] and Levene [1960] to verify these two assumptions, re-
spectively. In the case that these assumptions were not verified, we opted for a two-
way permutation test [Baker 1995], a non-parametric alternative to the two-way
ANOVA.

(4) The responses to the post-experiment questionnaire were analyzed by using the
median of the answers to each question. In addition, we verified whether the
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participants consistently agreed with each statement of that questionnaire using
statistical tests (i.e., the Mann Whitney test). We tested the null hypothesis that the
responses are not significantly less than the mid-value (i.e., neutral or medium).
This was possible because of the ordinal scales of the possible responses (i) from
“strongly agree” to “strongly disagree” and (ii) from “very high” to “very low”. Both
these scales are encoded with integers from 1 to 5. Note that in this case, only
non-parametric analyses are possible because the distribution of the mid-values is
not normal.

In all the statistical tests performed, we decided (as customary) to accept a probability
of 5% of committing a Type-1-Error [Wohlin et al. 2000] and used R (www.r-project.org)
as the environment for statistical computing. To perform the meta-analysis, we used
the Meta-Analysis v2 tool [Biostat 2006].

2.9. Differences between Pilot Study and the Family of Experiments

Our experience with the pilot study led us to make the following changes.

—The participants in all the experiments were more experienced than those in the
pilot study. This alteration was made to better analyze the effect of more highly
experienced participants on the comprehensibility and modifiability of the source
code when performing a maintenance task.

—We modified the questionnaires used to assess the source-code comprehensibility and
modifiability in the pilot study by making the questions open rather than closed. The
rationale for this modification was based on the fact that open questions should, to
as great an extent as possible, reduce the possibility of the participants guessing and
hence giving correct answers by chance [Scanniello et al. 2011].

—We organized the questions into two groups: comprehensibility and modifiability.
This change was made to analyze the effect of the analysis models on the compre-
hension of source code and on the participants’ capacity to modify it. Therefore, two
new dependent variables were introduced.

—We used a within-participant counterbalanced experimental design in all the exper-
iments of the family. This alteration was made to better study the effect of Method
and its interaction with the co-factors.

—We extended and modified the data analysis. In particular, the new dependent vari-
ables required the introduction of two new null hypotheses.

—A different group of experimenters conducted R1-UCLM, R2-UCLM, and R3-UCLM.

2.10. Documentation and Communication

Issues such as documentation [Shull et al. 2004] and communication among the exper-
imenters [Vegas et al. 2006] may influence the success or the failure of replications. To
handle these issues and to ensure consistency across the different experimenters, we
used laboratory packages, knowledge-sharing mechanisms, and communication media.
In particular, with regard to the documentation, a native speaker translated all the
experimental material, which was initially written in Italian, into Spanish. The repli-
cators supported the native speaker and helped him when needed (e.g., for translation
of technical terms). Clarifications were asked of original experimenters when needed.
The material to be translated included the post-experiment survey questionnaire, the
comprehension and modification questionnaires, the data collection forms, and the soft-
ware artifacts used in the experiments (i.e., analysis models and source code). We also
shared (i) a document to provide a common background in order to reproduce the same
experimental conditions in all the experiments and (ii) the paper in which the pilot
study was presented [Gravino et al. 2010].
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Table IV. Descriptive Statistics for Comp Level

AM SC
Exp ID Med. Mean Std. Dev. Med. Mean Std. Dev.

E-UBAS 0.765 0.728 0.155 0.725 0.731 0.132
R1-UCLM 0.580 0.556 0.233 0.625 0.625 0.234
R2-UCLM 0.255 0.332 0.256 0.585 0.586 0.200
R3-UCLM 0.475 0.479 0.229 0.625 0.606 0.225

Table V. Descriptive Statistics for Modi Level

AM SC
Exp ID Med. Mean Std. Dev. Med. Mean Std. Dev.

E-UBAS 0.81 0.77 0.203 0.71 0.709 0.152
R1-UCLM 0.52 0.531 0.23 0.565 0.558 0.154
R2-UCLM 0.3 0.376 0.243 0.44 0.449 0.26
R3-UCLM 0.48 0.474 0.215 0.56 0.517 0.266

We began with an initial face-to-face meeting in which the main ideas of the ex-
periments were discussed and reported in minutes. We exchanged the minutes of this
meeting by email in order to agree to a shared common research plan. This phase was
relevant to sharing knowledge among the experimenters and to discussing possible
issues related to the study.

We used instant messaging tools and emails to establish a communication channel
in all the phases of the study (including the execution of the laboratory runs). We
also executed teleconferences to share knowledge among the research groups and to
discuss the experimental procedure to be used in the external replications. The results
of the interactions were reported in a common document where all the decisions were
recorded. This also reduced consistency issues across the experimenters.

3. RESULTS

In this section, we present the data analysis following the procedure previously pre-
sented.

3.1. Descriptive Statistics and Exploratory Analysis

Table IV and Table V show the descriptive statistics of Comp Level and Modi Level,
respectively (i.e., median, mean, and standard deviation), grouped by Method.

—Comp Level. On average, the participants achieved slightly better results when em-
ploying source code alone. Better median values for SC were achieved in all the
experiments, except for E-UBAS. The difference in favor of SC is more evident for
R2-UCLM and R3-UCLM.

—Modi Level. In the three replications (i.e., R1-UCLM, R2-UCLM, and R3-UCLM),
the participants achieved better results when using source code alone (see mean
and median values). However, for E-UABS, the modifiability levels obtained by those
participants employing UML analysis models was higher than the level obtained by
the participants using source code alone.

We can observe that for Comp Level, there is a clear tendency in favor of using source
code alone (see the mean values). For Modi Level, the results are less evident, and in
three out of the four experiments, the participants obtained better Modi Level when
using source code alone. On both the dependent variables, the worst results were
achieved in R3-UCLM. This difference with respect to the former experiments could be
due to the participants’ experience in programming and software modeling.
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Table VI. Unpaired t-Test Results for Comp level and Modi level

Dependent Statistical
Exp ID Variable #obs p-value Power β-value # of AM > SC # of AM < SC # of AM = SC

E-UBAS
Comp Level 48 No (0.944) 0.031 0.969 12/24 11/24 1/24
Modi Level 48 No (0.09) 0.197 0.803 15/24 8/24 1/24

R1-UCLM
Comp Level 44 No (0.335) 0.225 0.775 9/22 12/22 1/22
Modi Level 44 No (0.654) 0.064 0.936 10/22 12/22 0/22

R2-UCLM
Comp Level 44 Yes (0.001) 0.893 0.107 5/22 17/22 0/22
Modi Level 44 No (0.344) 0.131 0.869 11/22 11/22 0/22

R3-UCLM
Comp Level 36 No (0.105) 0.327 0.673 8/18 10/18 0/18
Modi Level 36 No (0.594) 0.068 0.932 8/18 9/18 1/18

3.2. Influence of Method

3.2.1. Testing Hn0. For all the experiments, the Shapiro test returned p-values greater
than 0.05, and so we used the unpaired t-test for Hn0. The results shown in Table VI
indicated that there was no statistically significant difference when the participants
did or did not employ analysis models to perform a comprehension task. This holds for
all the experiments in the family with the exception of R2-UCLM, where a significant
difference in favor of SC for Comp Level was observed (p-value = 0.001; 95% confidence
interval, −0.395 to −0.115). In this case, the value of the statistical power4 was 0.893.
The β-values are always high when the null hypotheses have not been rejected. The
highest value was obtained for E-UBAS (0.969), while the lowest for R3-UCLM (0.673).

Table VI also shows the number of participants that achieved better Comp Level
values when using UML analysis models and source code together (# of AM > SC);
and the source code alone (# of AM < SC). The number of participants that obtained
the same Comp Level values using AM and SC (# of AM = SC) is also shown. For all
the experiments, with the exception of E-UBAS, the number of participants achieving
better results with source code alone was greater.

3.2.2. Testing Hn1. We used the unpaired t-test because the Shapiro test returned p-
values greater than 0.05 in all the experiments. The null hypothesis Hn1 cannot be
rejected for Modi Level (see Table VI). As with Comp Level, we analyzed the number
of participants that achieved better/worse values for Modi Level with AM or SC. For
E-UBAS, the number of participants who obtained better scores with AM was greater
than the number of participants who achieved better scores using SC. For the three
experiments in Spain, the number of participants who achieved better scores with SC
was greater than the number of participants who obtained better scores with AM.

The results suggest that there was no statistically significant difference on Modi
Level when the participants did or did not employ UML analysis models. Nonetheless,
the β-values are always greater than 0.8.

3.2.3. Integrating the Obtained Results through Meta-Analysis. Figures 1 and 2 show the
forest plots for Comp level and Modi Level, respectively. The squares indicate the indi-
vidual effect size of each experiment and the diamond (on the bottom) shows the global
effect size. The squares and diamonds are proportional in size to each study’s weight
under the fixed effect model (see the “Relative weight” column). The figures also show
the values of both the Hedges’ g metric and the global effect size. Positive values of

4Statistical power is the probability that a test will reject a null hypothesis when it is actually false. The
highest value is 1, while 0 is the lowest. The value 0.80 is considered as a standard for the adequacy [Ellis
2010]. That power is computed as 1 minus the Type 2 error rate (i.e., β-value). This kind of error rate is used
to estimate the probability of accepting the null hypothesis when it is false. Therefore, when null hypotheses
cannot be rejected, it is meaningful to consider β-values in the discussion of the results.
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Fig. 1. Meta-analysis of Comp Level.

Fig. 2. Meta-analysis of Modi Level.

the Hedges’ g metric indicate that the use of analysis models improves the compre-
hensibility and modifiability of source code, while negative values signify that source
code alone is the improving treatment. This implies that the models have a negative
effect on Comp Level and Modi Level. In all the cases, with the exception of E-UBAS
on Modi Level, the participants achieved better values in both the dependent variables
when using source code alone.

The global effect size was statistically significant only for Comp Level (see Figure 1).
The value obtained for the Hedge’s g metric (−0.451) indicates a medium size for the
global effect. The negative value reveals that the participants’ level of comprehensibil-
ity is better when using source code alone. This effect is statistically significant and
has a large effect size for R2-UCLM.

With regard to Modi Level, most of the squares in Figure 2 are on the left-hand side,
thus showing a tendency in favor of the use of SC. However, despite this tendency, the
global effect size is not statistically significant.

3.3. Analysis of Co-Factors

The results of the analysis of the co-factors is summarized in Table VII. For each
experiment, this table reports whether or not a co-factor has any effect on each of
the two dependent variables. The obtained p-values are shown in brackets and are
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Table VII. Analysis on the Co-Factors for Comp Level and Modi Level

Exp ID Dependent variable System Run Ability

E-UBAS
Comp Level No (0.852) No (0.551) No (0.425)

Modi Level (*) Yes (0.014) No (0.623) No (0.372)

R1-UCLM
Comp Level Yes (<0.001) No (0.214) No (0.372)
Modi Level No (0.125) No (0.137) Yes (0.021)

R2-UCLM
Comp Level Yes (0.041) Yes (0.009) No (0.145)
Modi Level Yes (0.005) Yes (0.034) No (0.345)

R3-UCLM
Comp Level Yes (<0.001) No (0.584) No (0.122)
Modi Level Yes (0.025) Yes (0.025) No (0.061)

(∗) These results were obtained using a two-way permutation test.

obtained with a two-way ANOVA. We could apply a two-way ANOVA in all the cases
with the only exception of E-UBAS, where we applied a two-way permutation test.
The normality assumption was not verified for E-UBAS, Modi Level, and AM. In fact,
the p-value returned by the Shapiro test was 0.008. We report the results about the
interaction between Method and Run only for R2-UCLM on Comp Level: in all the
other cases, there was not a statistically significant interaction between Method and
the co-factors on both the dependent variables.

3.3.1. System. We now discuss the results of the analysis of the co-factor System for
the two dependent variables Comp Level and Modi Level.

Comp Level. The results show that the effect of System on Comp Level was not sta-
tistically significant for E-UBAS, while it was statistically significant for the three
replications (p-values are <0.001, 0.041, and <0.001, respectively). The results sug-
gested that the participants in the replications obtained better Comp Level values
when performing the task on S1, both using SC and AM.

Modi Level. There was a positive effect of System in all the experiments with the
exception of R1-UCLM. The p-values are 0.014, 0.005, and 0.025, respectively. The
source code of S1 seemed to be more difficult to modify than the source code of S2. This
result is in contrast with the one achieved on Comp Level.

3.3.2. Run. We now show the results of the analysis conducted for Run on the two
dependent variables.

Comp Level. The results indicated that in all the experiments (with the exception
of R2-UCLM), the effect of the co-factor Run was not statistically significant. This
signifies that the participants in the second run did not obtain significantly larger or
smaller results when using AM and SC on Comp Level. With regard to R2-UCLM, the
participants in the second run obtained significantly better results (p-value = 0.009).
An interaction between Method and Run was also present (p-value = 0.004).

Modi Level. The effect of Run was not statistically significant for E-UBAS and R1-
UCLM. For R2-UCLM and R3-UCLM, the effect of Run was statistically significant (p-
values are 0.034 and 0.025, respectively). The participants in each of these experiment
obtained better Modi Level values in the second run.

3.3.3. Ability. For the factor Ability, the results for the dependent variables are now
reported.

Comp Level. In all the experiments, the effect of Ability was not statistically sig-
nificant on Comp Level. This signifies that high and low participants did not obtain
significantly larger or smaller differences on Comp Level.
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Table VIII. Post-Questionnaire Answers

E-UBAS R1-UCLM R2-UCLM R3-UCLM
Quest. median p-value median p-value median p-value median p-value

Q1 1 YES (<0.001 ) 2 YES (<0.001) 1 YES (<0.001) 2 YES (<0.001)
Q2 1 YES (<0.001) 2 YES (0.002) 2 YES (<0.001) 2 YES (<0.001)
Q3 2 YES (<0.001) 2.5 NO (0.07) 3 NO (0.117) 2 NO (0.117)
Q4 3 YES (0.026) 3 YES (<0.001) 2 YES (0.001) 2 YES (0.001)
Q5 3 NO (0.629) 3 YES (0.034) 3 NO (0.056) 3 NO (0.056)
Q6 2 YES (<0.001) 2 YES (<0.001) 2 YES (<0.001) 1 YES (<0.001)
Q7 2.5 NO (0.08) 3 NO (0.284) 2 YES (<0.001) 2 YES (<0.001)

Modi Level. The effect of Ability was not statistically significant on Modi Level for
E-UBAS, R2-UCLM, and R3-UCLM. The effect of Ability was statistically significant
for R1-UCLM (p-value = 0.021). High ability participants achieved significantly better
results than low ability ones on Modi Level.

3.4. Post-Experiment Survey Questionnaire Results

Table VIII reports the median values of the answers to the post-experiment question-
naire grouped by experiment together with the p-values returned by the Mann Whitney
test. The analysis of the responses revealed that the time needed to carry out the com-
prehension and modification tasks was considered appropriate, and the objectives of the
tasks were clear for all the experiments. In particular, for all the experiments, the me-
dians of the answers for Q1 and Q2 were 1 (strongly agree) and 2 (agree), respectively,
and the p-values are less than 0.05. This signifies that the responses are significantly
less than 3 (neutral), namely, the greater part of the participants answered “strongly
agree” or “agree”.

The questions to be answered in each task were generally considered to be clear
in all the experiments, because the medians for Q3 were in between 2 (agree) and 3
(neutral), extremes included. For E-UBAS, the p-value is less than 0.001. In all the
other experiments, we could not reject the null hypothesis that the responses are not
significantly less than 3 (neutral).

The analysis of the answers to Q4 and Q5 indicated that the participants found the
difficulty of the comprehension and modification tasks to be either medium or high (i.e.,
the values of the medians were 2 or 3). This finding is confirmed by the quantitative
analysis on the responses. As for Q4, we could reject the null hypothesis that the
responses are not significantly less than 3 (medium). In contrast, the null hypothesis
for Q5 was not rejected (i.e., the participants found the tasks on S2 harder to perform).
This held for all the experiments with the only exception being R1-UCLM.

Finally, the participants generally considered UML analysis models to be useful
when performing the comprehension and the modification tasks. The medians of the
answers to Q6 ranged from 1 (strongly agree) to 2 (agree), and the p-values are always
less than 0.001. The medians of the answers to Q7 ranged from 2 (agree) to 3 (neutral).
As for R2-UCLM and R2-UCLM, we rejected the null hypothesis that the responses
are not significantly less than 3 (neutral). For E-UBAS and R1-UCLM, the hypothesis
was not rejected.

4. DISCUSSION

Although we were not able to reject the null hypotheses defined in each experiment, the
meta-analysis highlighted that the participants obtained better scores for Comp Level
when using SC. Therefore, we can conclude that analysis models did not help the
participants to comprehend source code, although these models provided additional
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information on the functionality implemented. This result might be because the mod-
els did not refer to objects of the solution domain, but to objects (or entities) of the
problem domain. Even though the meta-analysis improves the findings for the individ-
ual studies, we cannot provide conclusive findings on whether analysis models helped
in comprehending source code in the context of graduate and novice practitioners with
respect to systems related to well-known domains and when only a part of the whole
documentation and code is available.

With regard to Modi Level, the meta-analysis did not allow us to obtain definitive
results. However, the descriptive statistics reported in Table V showed a slight ten-
dency in favor of SC. It might be possible that the participants did not adequately pay
attention to the source code because they were distracted by the the documentation
and the analysis models. We can postulate that UML analysis models referred to ob-
jects of the problem domain and then did not provide any useful information on the
implementation.

It is also worth mentioning that the results of the family of experiments differ from
those obtained in the pilot study [Gravino et al. 2010], in which we observed a slight
tendency in favor of UML analysis models. This difference might be owing to the various
improvements made (i.e., design and material) in all the experiments.

Regarding Ability, high-ability participants achieved better results than low-ability
ones. For all the experiments, the comprehension achieved by high-ability participants
was better than that achieved by low-ability participants when using AM. This result
indicates that a particular ability is needed in order to not have analysis models affect-
ing the participants’ comprehension in case of undergraduate and graduate students
and novice practitioners. To better analyze these differences, we computed the mean
percentage differences.5 For example, the differences of Comp Level between high-
and low-ability participants ranged from 1% for E-UBAS to 55% for R2-UCLM. As for
Modi Level, high-ability participants achieved higher scores than low-ability ones. The
mean percentage differences on AM for Modi Level ranged from 6% for R2-UCLM to
61% for R1-UCLM.

As for Ability and SC, the high-ability participants got higher Comp Level values
than low-ability ones: the mean percentage differences ranged from 9% for E-UBAS
and R3-UCLM to 14% for R1-UCLM. The mean percentage differences ranged from 1%
for E-UBAS to 46% for R3-UCLM on Modi Level.

We also observed that for the three replications performed in Spain, S2 seemed to
be more difficult than S1 in terms of comprehensibility, while the same participants
achieved better results when performing the modification task on S2. These results did
not allow us to provide a definitive conclusion about the influence of the co-factor System
(i.e., whether S1 was more/less difficult than S2). This result could be justified by the
participants’ varying levels of familiarity with the problem and solution domains of the
systems S1 and S2. This finding suggests that in the selected context, the familiarity
with the problem domain could affect comprehensibility and modifiability more than
the presence or the absence of analysis models. This point deserves specially conceived
future investigations.

4.1. Implications of the Study

We adopted a perspective-based approach [Basili et al. 1996] to judge the implications
of our family of experiments. In particular, we based our discussion on the practi-
tioner/consultant (simply practitioner in the remainder at the article) and researcher
perspectives [Kitchenham et al. 2008]. The main practical implications of our study
can be summarized as follows.

5Given two values (a, b), the mean percentage difference of a and b is computed as (a − b)/b ∗ 100.
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—The use of UML analysis models seems useless in the performance of maintenance
operations. This result is relevant from both the practitioner and the researcher
perspectives. From the practitioner perspective, this result is relevant because it
could be useless to give additional information to maintainers when the individ-
ual maintainer performs small maintenance operations (e.g., corrective). From the
researcher perspective, it is interesting to investigate whether variations in the
context (e.g., larger systems and more or less experienced maintainers) might lead
to different results and why analysis models could be not useful. Taking into con-
sideration the results by Arisholm et al. [2006] (see the related work section) and
those presented in this article, it could be possible that combining UML analy-
sis models with models produced in the later phases of the development process
(i.e., design models) improves comprehensibility and modifiability of source code.
In fact, analysis models provide information on the software system from the per-
spective of the functionality to be implemented, while design models give details on
the implementation. Analysis models and design models have different objectives
that somehow complement each other. Although this perhaps might be not surpris-
ing, this study poses the basis of future investigations on how the combination of
analysis and design UML models supports software engineers in the maintenance
phase.

—UML analysis models seem to distract the participants while performing compre-
hension and modification tasks. This result is relevant for the researcher because it
is interesting to investigate why participants (independently from the experience) do
not get an improved comprehension of source code when it is combined with analysis
models. A plausible justification for this result is that entity names have changed be-
tween the models and the code, and relationships between the models and the code
have changed to become so much more intricate than what the models predicted.
Again, combining analysis models with design models could make the difference
[Scanniello et al. 2012].

—High-ability participants benefit more from UML analysis models than low-ability
ones. This result is relevant for practitioners and researchers. Although the dif-
ference between high and low participants is not always statistically significant
(see Section 3.3.3 and Section 4), they achieved on average better values for
Comp Level and Modi Level when using AM. A possible justification for this re-
sult is that the UML is just a notation and then provides a weak support for se-
mantics [Booch et al. 2005]. For example, in the context of class diagrams, a con-
ceptual model mostly shows relationships between some entities, but the rationale
behind those relationships (rooted in the domain rich information) or the meaning
of those relationships is not conveyed. Then, it could be possible that high-ability
participants are more proficient than low-ability ones in inferring and/or deduc-
ing the rationale/meaning of those relationships and the semantics behind these
models.

—The study is focused on desktop applications for selling CDs/DVDs in a music shop
and booking theater tickets. The documentation of these applications could be con-
sidered as developed in the following kinds of projects: in-house software or subcon-
tracting [Lauesen 2002]. The researcher and the practitioner could be interested in
answering the following question: Do the results observed hold for different kinds of
software systems developed in different kind of projects? Our study represents the
first step in this concern.

—Although we are not sure that our findings scale to real projects, the obtained results
could be true in all the cases in which the documentation is incomplete (e.g., in lean
development processes) and the maintenance operation is executed on a subset of
the source code of the entire system.
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—Since in 6 out of 8 cases, the effect of System is statistically significant, it seems that
the familiarity with the problem domain of a software system has more effect on
comprehensibility and modifiability of source code than the presence or the absence
of UML analysis models (see Sections 3.2.1, 3.2.2, and 3.3.1). This result could be
of interest for both researchers and practitioners. Both of them could be interested
in investigating if the previous expertise of a maintainer with the domain could
positively or negatively affect comprehensibility and modifiability of source code
when completed with UML analysis models. Our justification of the familiarity with
the problem domain cannot be completely concluded from our results, and so further
investigations are needed.

—The achieved results (see Section 3.3.1) also suggest that comprehensibility and
modifiability are not directly related: the source code of S1 was easier to comprehend
and more difficult to modify, while the source code of S2 was easier to modify and
more difficult to comprehend. The study presented here poses the basis of future
investigations in the direction of investigating the relationships between compre-
hensibility and modifiability of source code. Therefore, this result is interesting from
the researcher and practitioner perspectives.

—UML is widely used in the software industry [Dobing and Parsons 2006; Scanniello
et al. 2010]. The achieved results are then useful for all the companies that exploit
that notation as a support for software maintainers/developers to execute mainte-
nance operations. Nowadays, studies on UML are required to understand the cases in
which its use improves comprehensibility and maintainability of source code. There
are only a few evaluations, as we will discuss in the related work section.

5. THREATS TO VALIDITY

5.1. Internal Validity

Internal validity threats are diminished by the design of the experiments we adopted.
Each group of participants involved in the experiments worked on two different tasks,
with and without analysis models. Nevertheless, there is still the risk that the partic-
ipants might have learned how to improve their performances (i.e., comprehensibility
and modifiability values) when passing from the first laboratory run to the second one.
In all the experiments, the scores achieved by the participants were not significantly
better in the second run (except for R2-UCLM on Comp Level and Modi Level and for
R3-UCLM on Modi Level).

Another possible threat to external validity concerns the fact that no time limit was
imposed to perform the tasks. It could be possible that the experiments were not able
to reveal differences because the participants had enough time to answer the questions
on the comprehension and modification questionnaires. We opted for this design choice
because this is quite common in experiments similar to ours [Sjøberg et al. 2005] and
because most experienced participants could have difficulty performing tasks under a
time limit [Mendonça et al. 2008].

For each experiment, the internal validity threat was also mitigated because the par-
ticipants had a similar amount of experience with the UML, software system modeling,
and computer programming. Furthermore, all the participants found the material pro-
vided, the tasks, and the goals of the experiment to be clear, as the post-experiment
survey questionnaire results showed.

Another issue concerns the exchange of information among the participants. The
participants were not allowed to communicate with each other. We prevented this by
monitoring them both during the runs and during the break between the two laboratory
runs. When the experiment was concluded, the participants were asked to give back
all the experimental material.
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5.2. External Validity

External validity may be threatened when experiments are performed with students,
thus leading to doubts concerning the representativeness of the participants with re-
gard to software professionals. However, the tasks to be performed did not require a
high level of industrial experience, so we believe that the use of students as partici-
pants could be considered appropriate, as suggested in literature [Carver et al. 2003;
Höst et al. 2000]. Working with students also implies various advantages, such as the
fact that the students’ prior knowledge is rather homogeneous, there is the possible
availability of a large number of participants [Verelst 2004], and there is the chance
to test experimental design and initial hypotheses [Sjøberg et al. 2005]. An additional
advantage of using students is that the cognitive complexity of the objects under study
is not hidden by participants’ experience. Nonetheless, in order to strengthen the exter-
nal validity, we replicated the original experiment using 18 practitioners (R3-UCLM).
Although the number of practitioners is not so large, it is compatible with that of other
similar empirical investigations (e.g., [Abrahão et al. 2012; Arisholm et al. 2006]). It
was hard for us to find a larger number of practitioners because of their availability and
the restrictions of the research projects where we recruited the participants involved.

Another threat to external validity concerns the experimental objects used. The
original experimenters, and then the external replications, were not involved in the
realization of the software documentation used and in the implementation of the system
used in the experiments. The size of the experimental objects could also threaten
the external validity of the results. The rationale for selecting the used experimental
objects relies on the need to simulate actual comprehension tasks related to small
maintenance operations that novice software engineers and/or junior programmers
may perform in a software company. Larger experimental objects could excessively
overload the participants, thus biasing the experiments and their results. Also, the use
of the source-code printout to execute the tasks (both using SC and AM) could have
threatened external validity: the participants could only statically analyze the source
code. This design choice was taken because the effect of executing the systems to
solve comprehensibility/modifiability tasks could be confounded with the effect of the
main factor. To confirm the results, we are going to conduct case studies in real software
development projects, with practitioners in their own projects and over a much longer
period of time. Using both controlled experiments and industrial case studies will allow
us to obtain a more credible body of knowledge on the effect of UML analysis models.
Nevertheless, from a pragmatic perspective, controlled experiments allow for better
understanding of issues and factors to be considered afterwards in the industrial case
studies [Arisholm et al. 2006]. This is because we opted for a family of experiments and
conducted it before industrial case studies.

5.3. Construct Validity

Construct validity may be influenced by the measures used to obtain a quantitative
evaluation of comprehensibility and modifiability, the questionnaires to assess these
concerns, the post-experiment survey questionnaire, and social threats. We used a
well-known and widely used measure to obtain a quantitative evaluation of compre-
hensibility and modifiability (e.g., [Ricca et al. 2010; Scanniello et al. 2011]). One of the
authors defined the questionnaires used to assess these aspects. Furthermore, the com-
prehension/modification questionnaires were formulated to condition their answers in
favor of neither SC nor AM. The questions were also sufficiently complex without being
too obvious and were formulated in a similar form.

In all the experiments of our family, we considered two experimental objects. There-
fore, the construct is underrepresented: the tasks which are measured could fail to
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include important dimensions or facets of the construct [Wohlin et al. 2000]. We delib-
erately varied only the experience of the participants and the environments because
changing a larger number of factors among the experiments could have a negative
effect on tracing the results onto the main factor [Shull et al. 2008].

We conducted external replications to mitigate construct validity. In order to reduce
consistency issues across the different experimenters, we carefully managed commu-
nication among the experimenters (see Section 2.10).

Other possible threats to construct validity could be related to the translation of
the experimental material and social threats. To reduce the first kind of threat, we
involved a native speaker to translate all the material used. To avoid social threats
(i.e., evaluation apprehension), we did not grade the students on the results obtained
in the experiments.

To support and explain the quantitative results of the experiments, we used a post-
experiment survey questionnaire. It was designed using standard approaches and
scales [Oppenheim 1992].

5.4. Conclusion Validity

Conclusion validity threats concern the issues that affect the ability to draw a correct
conclusion. We used statistical tests to reject the null hypotheses. In particular, we
exploited parametric statistical tests when normality was verified, and non-parametric
statistical tests otherwise. A power analysis has been also performed.

Regarding the selection of the populations, we drew fair samples and conducted our
experiments with participants belonging to these samples. Another threat could be
related to the number of participants. This threat has been mitigated by conducting
our investigation with a large number of participants: 86 participants in the family
(and 16 participants in the pilot study). Due to the experimental design, the number of
observations in our family of experiments was 172 in total. The results of the original
experiment were confirmed with stronger evidence in all the replications.

The reliability of the used measures is another possible threat to conclusion validity.
The used measures allowed us to assess in an objective and repeatable way the concerns
under study: comprehensibility and modifiability.

6. RELATED WORK

The benefits of software documentation for comprehending and modifying source code
have been largely studied (e.g., [Abbes et al. 2011; Scanniello et al. 2010; de Souza
et al. 2005; Tilley and Huang 2003; Tryggeseth 1997]). In this scenario, we present
hereafter research work related to our study. For example, Tryggeseth [1997] reported
an experiment carried out with 34 participants in Norway. The object under study was
a system comprising of 2.7K lines of code and around 100 pages of documentation:
mostly textual documentation including requirements specification, design documen-
tation, a test report, and a user manual. These participants were asked to record the
time they spent on different enhancement-maintenance tasks on that system. The fol-
lowing empirical findings were reported: (1) the aid of having documentation available
during system maintenance reduces the time needed to understand the system and
the changes implied by a change request, and (2) it also enables the maintainer with
more time and better knowledge to implement more detailed changes.

With respect to the usefulness of documenting design pattern instances to com-
prehend source code, only a few studies have been reported. Prechelt et al. [2002]
presented two experiments to investigate whether maintainers are better supported in
the comprehension of source code when design pattern instances are or are not explic-
itly documented. The experiment was performed on Java source code by 74 German
graduate students, while the replication was on C++ source code using 22 American
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undergraduate students. The results revealed that maintenance tasks were completed
faster and with fewer errors if design pattern instances were explicitly documented.
Gravino et al. [2011] performed two experiments with Master students in Computer
Science at two Italian universities. The 24 participants in the original experiment per-
formed a comprehension task with and without graphically-documented (with UML
class diagrams) design pattern instances. Design pattern instances textually docu-
mented in the source code (as comments) were provided or were not to the 17 partici-
pants to perform a comprehension task within the replication. The results of this empir-
ical investigation provided evidence that maintainers achieved better comprehension
of the source code when design pattern instances are graphically documented and pro-
vided as a complement to the source code. This kind of documentation has a statistically
significant effect on the task completion time and on the efficiency to accomplish that
task. The replication results suggested that the effect of textually documented design
pattern instances was not statistically significant on source-code comprehension. How-
ever, descriptive statistics indicated a trend in favor of this kind of documentation.
Subsequently, the same authors [Gravino et al. 2012] conducted a further replication
with 25 professional software developers. In that replication, the participants were
divided into three groups. Depending on the group, each participant was or was not
provided with graphical (i.e., with UML class diagrams) or textual (i.e., source-code
comments) representations of the design pattern instances within the source code. The
results revealed that participants provided with the documentation of the design pat-
tern instances (both textual and graphical) achieved a significantly better comprehen-
sion than the participants with source code alone. Summarizing, the results achieved
in these three studies suggest that documentation is useful for software maintenance.

Regarding the use of the UML as part of the documentation of an object-oriented soft-
ware system, two systematic literature reviews have recently been published. Budgen
et al. [2011] studied empirical investigations on the widely used UML notations and
their usefulness. Fernández-Saez et al. [2012] collected the existing literature focused
on the quality of UML models. Both systematic literature reviews show that compre-
hensibility and modifiability are the major concerns. It was also shown that there are
few evaluations on how UML models support software engineers in the whole software
development life cycle. In particular, very few papers report the use of UML in the
maintenance of source code. In particular, Dzidek et al. [2008] presented the results
of two controlled experiments carried out with students from different universities.
Unlike us, they considered UML documents, including a use case diagram, sequence
diagrams for each use case, and class diagrams. The quantitative results showed that
UML models did not make a significant impact on the time needed to perform the mod-
ification tasks, both excluding and including the time needed to update the documen-
tation. The quality of the modifications was greater when the participants had UML
models. The effect of participants’ ability and experience is not analyzed. Arisholm
et al. [2006] presented the results of a controlled experiment carried out to assess
the impact of UML design models on software maintenance. Software professionals
were involved. The authors analyzed the time taken to perform the modifications to
the system, the time spent on maintaining the models, and the quality of the mod-
ifications performed. The results of the quantitative analysis revealed no significant
difference in the time spent making the modifications. Similarly to Dzidek et al. [2008],
they observed that the quality of the modifications was higher for those participants
who were furnished with UML models. In some sense, our work fills in a gap in that
work, explicitly considering models produced in a given phase of the development pro-
cess: models produced in the requirement engineering process and design phase have
been considered together [Arisholm et al. 2006]. Another difference with respect to our
study is that the authors analyzed the effect of UML-based documentation (a use case
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diagram, sequence diagrams for each use case, and a class diagram) on modification
tasks performed both on UML diagrams and source code. Again, our work fills in a
gap in that work by considering the effect of analysis models on the comprehensibility
of source code. Similar to Dzidek et al. [2008], the participants’ ability and experience
were not analyzed with respect to comprehensibility and modifiability of source code.

The research work presented in this article is different from previous work, since it
pursues a different goal. In particular, the focus here is on the UML models produced in
the early phases of the development process: requirements elicitation and analysis. The
results shown here, and those of the studies just discussed, suggest that software docu-
mentation is useful in comprehending and modifying source code only when it includes
models that represent aspects of the solution domain and that provide information on
the implementation of the system under maintenance.

7. CONCLUSION AND FUTURE WORK

Many software projects do not develop a complete set of models throughout the entire
software development life cycle. This implies that in many projects, the only models
that are available are those produced in the requirements analysis process [Anda et al.
2006], which could also provide an incomplete abstraction of the functionality to be
implemented in the software system under development. Therefore, we decided to
carry out a pilot study [Gravino et al. 2010] and a family of experiments to investigate
whether the use of UML models produced in the requirements elicitation and analysis
phases supports software engineers in comprehending and modifying source code.

The family consisted of four experiments carried out with students and practitioners
from Italy and Spain. We used controlled experiments because a number of confounding
and uncontrollable factors could be present in real project settings. In real projects, it
may be impossible to control factors such as learning and/or fatigue effects and to select
specific tasks. Controlled experiments also reduce failure risks related to long-term
empirical investigations (as in our case). Although questions about the external validity
(e.g., generalization to realistic comprehension tasks on object-oriented source code)
may arise, controlled experiments are often conducted in the early steps of empirical
investigations that take place over years (e.g., [Arisholm et al. 2006; Colosimo et al.
2009]).

The achieved results suggested that the UML analysis models seemed to not improve
the comprehensibility and modifiability of source code. The results regarding modifi-
ability are less conclusive, although there was a slight tendency towards confirming
the results found as regards comprehensibility. The questionable utility of the UML
in our experimental context might be caused by the kind of models used: they do not
provide any information on the implementation, so they need to be combined with de-
sign models. These results are perhaps not overly surprising, but it is acceptable, as
evidence needs to be verified/reaffirmed through empirical studies [Basili et al. 1999;
Kitchenham et al. 2002; Shull et al. 2008].

Possible future directions for our research are (i) performing further experimentation
considering different and larger software systems related to unknown domains to verify
whether the findings obtained are still valid; (ii) studying the effect of providing the
participants with information in an incremental manner; (iii) analyzing the effect of
different UML notations (e.g., activity diagrams) and models (e.g., design models); and
(iv) investigating the effect of the same UML diagrams as we used here on non-source-
code comprehension tasks.

APPENDIX

The questionnaires (here translated into English from Italian) for S1 and S2 are shown
here. We first list the questions used to obtain a quantitative evaluation of Comp Level
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on S1, and then those to quantitatively asses Modi Level. The appendix concludes by
reporting the questions of S2 for Comp Level first and then for Modi Level.

S1. Comp Level

(1) If the operator introduces the name of a singer who is not in the shop database,
which method is executed and what message is shown? In the case that no name
is introduced, what is the message shown?

(2) When the Control class is instanced, which object does the constructor class create
(i.e., Control())?

(3) Which class/es and method/s are in charge of initializing the possible actions?
(4) Which class containing the field is to be used to perform a search for a singer?
(5) Which class and method are in charge of handling exceptions with respect to Search-

BySinger?

S1. Modi Level

(1) Which kind of classes should you create to add a new functionality for searching a
record by its identifier?

(2) Which method in which class should you modify to handle the exceptional condition
that an author is present in the database but no albums are associated?

(3) Which class/es are to be modified in order to change the visualization of the results
for SearchBySinger?

(4) How should the Controller class be modified in order to trace the exceptional con-
ditions when loading an album list?

S2. Comp Level

(1) In case the user selects a ticket for an already booked chair, what method is invoked
and what message is shown to the user?

(2) Which class/es and method/s are in charge of initializing the graphical user inter-
faces?

(3) Which class/es and method/s are in charge of loading the list of tickets?
(4) Which class/es and method/s are in charge of displaying the available tickets that

can be purchased?
(5) If the user does not select any ticket to purchase, which method of which class is

invoked? What is the displayed message?

S2. Modi Level

(1) Which class/es are in charge of handling the new exception conditions related to
TicketPurchase?

(2) Which class/es and method/s are to be coded when a new graphical interface has to
be added?

(3) Which methods have to be modified in order to add an entry “Help” to the Start
Menu and to change the theater name?

(4) Which method/s in which class/es should be modified if you wanted to change all
the error messages corresponding to the exception conditions of TicketPurchase?
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Martin Höst, Björn Regnell, and Claes Wohlin. 2000. Using students as subjects: Comparative study of

students and professionals in lead-time impact assessment. Empirical Softw. Eng. 5, 3, 201–214.
Andreas Jedlitschka, Marcus Ciolkowski, and Dietmar Pfahl. 2008. Reporting experiments in software

engineering. In Guide to Advanced Empirical Software Engineering, Forrest Shull, Janice Singer, and
Dag I. K. Sjøberg, Eds., Springer, 201–228.

N. Juristo and A. Moreno. 2001. Basics of Software Engineering Experimentation. Kluwer Academic Pub-
lishers, Englewood Cliffs, NJ.
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