Abstract—This paper proposes a convolution neural network (CNN) architecture for automatic recognition of signals on the basis of their modulations for Cognitive software defined radio (SDR) applications. It is developed starting from two CNNs specifically designed for this problem and is characterized by having a low number of convolution and fully connected layers sharing also a very low number of filters/units. Moreover, Batch normalization is used to increase learning rate and reduce training time. The reduced complexity together with its low operating time make it compliant with real-time SDR applications. The proposed architecture is validated on the RadioML2016.10a dataset showing interesting results in discriminating both analog and digital modulations under different signal to noise ratio (SNR) regimes.
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I. INTRODUCTION

Cognitive radio (CR) is one among the most emerging technologies to cope with the problem of dynamic access to the e.m. spectrum. In fact, with the use of cognition, an unlicensed user can have the possibility to opportunistically access to licensed frequency bands that are not-used in the specific time. Since CR systems do not have any prior information about the behavior of licensed users as well as about the instantaneous occupancy of the spectrum, they must resort to the exploitation of procedures for getting knowledge about the current e.m. environment. A possible way to obtain knowledge about the kind of signals that are present in the environment at a specific time could consists in identifying the modulation of the acquired signals by the CR module. This, together with parameter estimation (power, central frequency, and bandwidth), represents a fundamental task to extract knowledge from the received signal through the demodulation process.

Modulation recognition techniques are typically divided in three competing groups: 1) likelihood-based [1], 2) feature-based [2]–[7], and 3) deep-learning-based methods [8]–[10]. The first category makes use of inferences on the received signals for the identification of its modulation. However, it requires a-priori knowledge about the signal and/or noise contribution as well as a high computational cost. The second categories comprises methods that extract features like signal statistics [1], cumulants [2], [7], wavelet [4], [5], and STFT [6]. Finally, approaches based on deep-learning have recently became predominant because of their capabilities of better discriminating among different classes if a sufficiently large amount of data is used for training [8]–[10].

The scope of this paper is to design a convolution neural network (CNN) to automatically discriminate incoming signals on the basis of the type of modulation they use. More specifically, we propose a modification of the CNNs proposed in [9] and [11], using a low number of convolution layers with a reduced number of filters to contain the complexity of the network that is compliant with SDR applications. Moreover, we introduce some Batch normalization to increase learning rate and reduce training time. Results, shown in terms of overall accuracy and of confusion matrices, confirm the effectiveness of the devised architecture.

II. BACKGROUND

This section describes two CNNs (referred as Baseline and CNN2) specifically designed to solve the problem of modulation classification of the incoming signals. Then, these two CNNs are used as starting point for the development of the proposed architecture.

A. Baseline CNN

The Baseline is a CNN architecture ad-hoc designed in [9] for the RadioML2018.01a dataset, whose block scheme is shown in Fig. 1.

The Baseline neural network architecture accepts as input a matrix of size $2 \times 128$ representing the complex (real and imaginary part) baseband signals (more details about the signals structure are given in Section IV). Moreover, it returns as output a one-dimensional vector of $C$ elements whose size is equal to the number of labels that appear in the dataset. The number of elements of the output vector is determined by the fact that, in the training phase, there is a conversion of the labels in the dataset using a one-hot encoding. Specifically, the
output vector $\hat{y}$ of a neural network trained with a re-labeled dataset one-hot is represented in the equation

$$\hat{y} = [\hat{y}_1, \ldots, \hat{y}_C],$$

where $C$ is the number of input classes. From the vector $\hat{y}$ it is extracted the position index of the highest valued element as

$$i_{\hat{y}} = \arg \max (\hat{y}).$$

Then, a vector $\hat{y}'$ is constructed with all null-elements except the one at position $i_{\hat{y}}$. As a consequence, the class assigned by the neural network to its input is the one associated with the vector $\hat{y}'$, which coincides with one of the one-hot encoded vectors. Baseline neural network architecture is composed of five layer blocks and three Fully Connected layers. The five layer blocks are equal each other and are composed of two one-dimensional convolution layer with the ReLU activation function and are followed by a max pooling layer. The convolution layers are composed of 128 filters of size $7 \times 1$ and $5 \times 1$, respectively. The output of these five blocks of sequential layers is given as input to the three Fully Connected blocks of 256, 128, and 11 units, respectively. The activation functions of the Fully Connected are again ReLU, except for the last one which uses a softmax function instead. Details on the architecture are given in Fig. 2 with respect to one of the five layers repeated in a cascade before the three Fully Connected layers.

**Figure 1.** Baseline neural network architecture [9].

**Figure 2.** Group of layers in cascade of Baseline neural network architecture that repeats five times [9].

**B. CNN2**

The CNN2 architecture designed in [11] for the RadioML2016.10a dataset is illustrated in Fig. 3.

This architecture also starts from the complex baseband signals in input of size $2 \times 128$ and uses two two-dimensional (2-D) convolution layers with a high number of filters (viz., 256 filters of size $1 \times 3$ and 80 filters of size $2 \times 3$). Finally, the convolution layers are followed by two Fully connected layers with 256 and 11 units, respectively.

**III. PROPOSED FreeHand CNN**

In this section, the proposed CNN (indicated as FreeHand) for automatic recognition of signal modulations is described in details. This CNN evolves from both the Baseline and CNN2 described in Section II, and is characterized by having a reduced number of convolution layers sharing a low number of filters. Therefore, it is capable of maintaining a reduced degree of complexity that is compliant with the requirements of SDR devices. Its overall architecture is graphically represented in Fig. 4.

As before, the starting input is a matrix of size $2 \times 128$ representing the complex baseband signals and the output is still a vector of $C$ elements. Therefore, the considered architecture adapts to a two-dimensional input, thus being a two-dimensional max pooling layer. The FreeHand network employs a normalization of the values between some layers. The considered normalization is called Batch Normalization, that is introduced to considerably reduce the training time (since it increases the learning rate) [12] and could have a positive impact also on performance. Then, the FreeHand neural network architecture employs two-dimensional convolution layers that are separated by a Fully Connected layer, which

**Figure 3.** CNN2 architecture [11].
aims to increase the number of trainable parameters between the two layers. For these layers, the ReLU (Rectified Linear Unit), defined as
\[ f(x) = \max(0, x), \]
(3)
is used as activation function for its properties, like the absence of the vanishing gradient problem.

After this chain, in the architecture of the FreeHand neural network, a two-dimensional max pooling layer is used. At the output of the two-dimensional max pooling, the dropout technique is applied; it consists in randomly deactivate a prefixed number (50%) of units belonging to the layer at each epoch of training. Then, A chain of three Fully Connected layers relates the output of the max pooling layer with the output of the neural network. For these layers, the activation function is a ReLU for the first two and a softmax for the last one. Softmax is used to contain the values of the output elements of the network in the range \([0, 1]\), with their sum equal to 1, in order to making them compliant with the values of the probability to belong to a class. More formally, the softmax function, say \(S\), is defined as
\[ S_i = \frac{e^{x_i}}{\sum_{j=1}^{C} e^{x_j}}, \quad i = 1, \ldots, C \]
(4)
where \(x_i\) is the \(i\)-th value of the vector \(x\) of size \(C\).

IV. DATASET DESCRIPTION AND RESULTS

The aim of this section is to evaluate the performance of the proposed architecture described in Section III. The dataset used to train and test the proposed CNN is referred to as RadioML2016.10a dataset [13]. In particular, it consists of 8 digital and 3 analog widely used modulations, viz. BPSK, QPSK, 8PSK, 16QAM, 64QAM, BFSK, CPFSK, and PAM4 for digital modulations, and WB-FM, AM-SSB, and AM-DSB for analog modulations. Hence, a total of 11 classes is available. The signal composing the dataset are considered in the complex baseband representation, hence the data are stored as \(2 \times N\)-dimensional matrices, where the size 2 represents the in-phase (I) and quadrature (Q) components, whereas the size \(N = 128\) is the time dimension (or samples). Before analyzing the results of the tests conducted on the RadioML2016.10a dataset as well as to better understand differences and similarities between classes, Fig. 5 shows an example for each class of the complex signals involved in the dataset. Specifically, in subplot a) the modulus of the signal can be observed in the time domain, whereas in subplot b) their corresponding power spectrum is depicted.
test. By doing so, the training set results to be composed of 165000 datapoints (hence, 16500 for the validation set), while the test set comprises 55000 datapoints. Each of the above sets is further subdivided into batches whose size is set equal to 1024. Then, the neural network is trained for all the batches for a total number of 100 epoch and the number of step for each epoch is equal to 146 that is the number of data in the training set divided by the size of each batch. However, the training stops if the value of the loss function, calculated on the set of validation, does not improve within 5 epochs. As in [11], the considered loss function is the cross-entropy and the optimizer (i.e., the iterative algorithm used to find the parameters that minimize the loss function) is the Adam optimizer [14]. Finally, results are analyzed utilizing as performance metrics the overall accuracy expressed in percentage and the confusion matrices.

Fig. 6 shows the loss functions versus the number of epochs for both the training and validation phase of FreeHand. The curves clearly highlight the rapid convergence of the FreeHand architecture in both its training and validation phase.

![Figure 6. Loss and validation function versus epochs for the FreeHand architecture.](image)

To have further insights about the effectiveness of the FreeHand, in Fig. 7 its confusion matrices are reported and compared with those of the CNN2 architectures. In particular, they are computed considering three different situations in terms of used data: a) entire dataset independently of the SNR, b) data at low SNR (i.e., 0 dB), and c) data at high SNR (i.e., 18 dB). Results highlight the effectiveness of the proposed FreeHand architecture with a confusion matrix having values mostly concentrated around its diagonal. However, the confusion matrices for both the FreeHand and CNN2 appear to be more dispersed around their diagonal when the entire dataset is used, that represent the most challenging situation. However, the FreeHand architecture is capable of ensuring satisfactorily performances both in the low and high SNR regimes, overcoming the CNN2 in all the considered scenarios.

Finally, to have a quantitative comparison about the two architectures, in Fig. 8 the overall accuracy is reported versus the SNR. As the curves show, FreeHand is capable of ensuring better performances than CNN2, reaching the 89% of overall accuracy.

B. Data Augmentation and results

Applying data augmentation techniques described in [15], FreeHand neural network slightly increases the accuracy. With data augmentation, the dataset is enlarged creating altered copies of the datapoints. In particular, the rotation data augmentation is the best performing pre-processing in this work. It consists in creating four copies for each datapoint rotated by an angle $\theta = \{0, \pi/2, \pi, 3\pi/2\}$, respectively, by means of the following equation:

$$
\begin{bmatrix}
I' \\
Q'
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
I \\
Q
\end{bmatrix}.
$$

Each datapoint copy is then added to the dataset before the train/test split. Applying the rotation data augmentation, FreeHand neural network reaches 92% accuracy on RadioML2016.10a dataset.

V. Concluding remarks

In this paper, the problem of automatic recognition of signals modulations has been addressed. In particular, a new CNN architecture has been designed starting from two already existing architectures that were specifically designed to solve this problem. The main characteristics of the proposed CNN is that has a low number of convolution and fully connected layers, each sharing a very low number of filters/units. The architecture has been validated on the challenging RadioML2016.10a dataset characterized by having both analog and digital modulations. Results obtained in terms of confusion matrix and overall accuracy have shown the effectiveness of the proposed CNN also in comparison with its counterpart. The repository [16] contains the implementation of the content described in this paper.
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Figure 7. Confusion matrix on the RadioML2016.10a dataset. Figures on the top refer to the proposed FreeHand architecture, whereas figure on bottom to the CNN2. Subplots from left to right refer to the entire dataset, signals at SNR = 0 dB, and signals at SNR = 18 dB, respectively.

Figure 8. Accuracy versus SNR. Subplots refer to a) FreeHand, and b) CNN2.
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